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ABSTRACT

One of the most crucial tasks for naval architects is computing the energy required to meet the ship’s operational needs. 
When predicting a ship’s energy requirements, a series of hull resistance tests on a scale model vessel is carried out in 
constant speed stages, while the acceleration stage measurements are ignored. Another important factor in seakeeping 
analysis is the ship’s hydrodynamic added mass. The second law of dynamics states that all this valuable information, 
that is, the dependence of the hull resistance on the vessel’s speed and the added mass, is accessible from just one 
acceleration stage towing test done up to the maximum speed. Therefore, the acceleration stage, often overlooked in 
traditional towing experiments, can be a valuable source of information. For this reason, this work aims to generalise 
Froude’s scaling procedure to full-scale vessels for the accelerated stage towing tests.

Keywords: ships energy requirement, towing tank tests, acceleration stage, hydrodynamic added mass

INTRODUCTION

In 1870, W. Froude initiated an investigation into ship 
resistance with the use of vessel models. The resistance is the 
horizontal component of the force opposing the forward motion 
of a vessel’s hull. Froude noted that the wave configurations around 
geometrically similar forms were similar if compared at speeds 
proportional to the square root of the model length. He propounded 
that the total resistance could be divided into skin friction resistance 
and residuary ‒ mainly wave-making ‒ resistance. The specific 
residuary resistance would remain constant at corresponding speeds 
between the model and the full-scale vessel. Next, estimates of 
frictional resistance from a series of measurements on planks of 
different lengths and with different surface finishes were derived 
[1]. The scaling procedure proposed by Froude was based on towing 
experiments at constant speed on the model vessel. Further, in 1874 

Froude carried out full-scale tests on HMS Greyhound (100 ft), and 
the results showed substantial agreement with the model predictions 
[2]. Finally, in 1877 he gave a detailed explanation of wave-making 
resistance, supporting his scaling methodology [3]. Froude’s ideas 
still dominate this subject.

Nowadays, when predicting ships’ energy requirements, 
resistance tests on model vessels are still conducted. For constant 
speed, the resistance is determined by towing force measurements. 
In the next step, the resistance test results are scaled from the 
model to the full-scale ship. A modification of Froude’s scaling 
method by splitting the residual resistance into the form resistance 
and the wave-making resistance, suggested by Hughes [4], and 
known as the form factor (1+k) approach, was later adopted by 
the International Towing Tank Conference (ITTC).

The scaling procedures, as mentioned above, refer to towing 
tests at constant speed. Another important aspect is the derivation 
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of the hydrodynamic added mass of the ship, which may account 
for up to 30% of the ship’s mass and therefore represents significant 
inertia for the accelerated motion. It follows from the laws of 
dynamics that all this information, i.e., the dependence of the 
resistance on the speed and the added mass, is accessible from the 
acceleration stage towing test done up to the maximum speed. The 
measuring apparatus in the 19th century did not allow Froude to 
conduct his research on the acceleration stage with the same level 
of precision as is possible now. Despite the development, great 
accuracy, and sampling rate of measurements, however, the author 
is unaware of any scaling procedures from the acceleration stage 
towing tests. Therefore, this paper derives a dynamical scaling 
proposition for the propulsion force needed to estimate the full-
scale ship’s energy consumption. A fully dynamic model can 
simulate any profile: constant speed, acceleration, deceleration, 
and gliding. Moreover, such an approach allows for optimisation 
of the required energy based on dynamical systems, which is 
especially desired for short-range vessels, where constant speed 
is not the major stage [5].

This paper is organised as follows. First, all the components 
of the ship’s resistance in accelerated motion, with some 
historical background, are introduced. Next, the standard 
scaling procedure for the constant speed towing tank tests 
is described because most of the methodology used for the 
scaling from the accelerated motion tests is the same. Finally, 
a proposition for the towing tank tests in the accelerated stage 
and a scaling procedure for such tests are explained.

NEWTON’S SECOND LAW OF DYNAMICS 
FOR TOWING TESTS

To explain the concept of the proposed scaling procedure 
from the acceleration towing tank tests, let us start with Newton’s 
second law of dynamics, which for any vessel takes the following 
form:

mv´ = FP(v, v´) – RT(v) .    (1)

Here m stands for the total mass, which is the sum of the 
mass of the vessel mv and the hydrodynamic added mass of 
the water madd , i.e.,

m = mv + madd .      (2)

In general, the added mass is a second-order tensor relating 
the fluid acceleration vector to the resulting force vector on the 
body. Only the surge added mass is taken into consideration 
in this work. Further, in formula (1), v´ denotes the speed 
derivative over time, FP is the propulsion force for the full-scale 
vessel, or the towing force in the case of the model vessel, and 
RT is the total hull resistance force.

In the case of constant speed, i.e. v´= 0, the towing force is 
equal in magnitude to the total hull resistance, and the second 
law takes the following form:

FP(v, 0) = RT (v).      (3)

Then, after rewriting (1), we get

FP(v, v´) = FP(v, 0) + (mv + madd) v´.   (4)

Formula (4) shows that, from the acceleration stage towing 
tests, which give data FP(v, v´), information on both the total 
hull resistance dependence on constant speed FP(v, 0) and the 
hydrodynamic added mass madd  are accessible.

THE ADDED MASS

In 1786 Du Buat found by experiment that the motion of spheres 
oscillating in water could only be described if an added mass was 
included in the equations of motion. In fluid mechanics, the added 
mass is defined as an extra fluid mass that accelerates with the 
body. It is the inertia added to a system because the accelerating 
body, to pass through, must move aside and then close in behind 
a specific volume of the surrounding fluid. The fluid thus possesses 
kinetic energy that it would lack if the immersed body were not in 
accelerated motion. The body has to impart this kinetic energy to 
the fluid by doing work on the fluid. Any corresponding equations 
of motion for the immersed body must take into account this loss of 
kinetic energy. This can be modelled in the equations of motion as 
some volume of fluid moving with the object although, in reality, the 
fluid will be accelerated to varying degrees. When the body moves 
at a constant speed, the corresponding motion of the fluid is steady; 
thus, the kinetic energy of the fluid is constant. It follows that for 
constant-speed motion, the added mass terms can be omitted in 
the equations of motion [6].

The added mass depends on the size and shape of the 
immersed body, the direction in which it moves through the 
fluid with respect to its axis, and the density and viscosity of the 
fluid. It can be described by a dimensionless coefficient which 
depends on the shape of the immersed body. The dimensionless 
added mass coefficient CM is the added mass divided by the 
displaced fluid mass [7]; that is, divided by the fluid density ρ 
times the volume of the body under water V; therefore

madd = CMρV.      (5)

The same principles apply to ships. In the marine sector, added 
mass is referred to as hydrodynamic added mass. The hydrodynamic 
added mass has also been investigated in the maritime area. Motora 
first conducted model testing for a ship called Mariner to predict the 
added mass [8]. Ghassemi and Yari proposed a numerical calculation 
of the marine propeller’s added mass using the boundary element 
method [9]. Zeraatgar et al. investigated the surge added mass of 
planing hulls by model vessel experiments and by approximations 
with a quasi-analytical method [10]. The conclusion was that the 
surge added water mass could account for 10% of the total mass 
for the investigated planing hulls.

Essentially for ships, the added mass can reach even one-
third of their mass, representing significant inertia in addition 
to the viscous and wave-making drag forces. Thus, the energy 
required to accelerate the added mass should also be considered 
when performing a seakeeping analysis.

When conducting a towing test in the acceleration stage, the 
surge added mass can be obtained from the equations of motion 
by extrapolating the towing force to zero speed FP(0, v´), i.e.,
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(mv + madd)v´ = FP(0, v´) – RT(0).   (6)

Then the total hull resistance can be neglected, RT(0) = 0, 
and it follows that

madd = FP(0, v´)
v´  – mv.    (7)

THE TOTAL HULL RESISTANCE

Even in calm water, a ship experiences the water’s resistance 
to its motion. This force is referred to as the total hull resistance 
RT. This resistance force is needed to calculate the ship’s effective 
power. Many factors combine to form the total resistance 
force acting on the hull. The physical factors affecting ship 
resistance are the friction and viscous effects of the water acting 
on the hull and the energy required to create and maintain 
the ship’s characteristic bow and stern waves. Finally, a minor 
contribution is made by the resistance that the air provides to 
the ship’s motion. This may be written in the following form:

RT = RV + RW + RA,     (8)

where RT is the total hull resistance, RV is the viscous friction 
resistance, RW is the wave-making resistance, and RA stands 
for the air resistance.
The total hull resistance RT can also be formulated by means 
of the dimensionless total resistance coefficient CT with the 
following equation:

RT = 1
2 CTρSv2.      (9)

Here ρ is the water density, S is the wetted surface area of the 
underwater hull, and v is the speed of the vessel.

As the total hull resistance RT is the sum of the viscous RV and 
wave-making RW resistance, when neglecting the air resistance, 
one can write an equation for the total dimensionless resistance 
coefficient in terms of the viscous and wave-making coefficients, 
such that

CT = CV + CW ,     (10)

where CT is the coefficient of the total hull resistance, CV is the 
coefficient of the viscous frictional resistance, and CW is the 
wave-making resistance coefficient.

To quantify these dimensionless resistance coefficients, two 
numbers are used. The Reynolds number Re quantifies the 
influence of viscous forces on the fluid’s motion. It indicates 
the ratio of inertial to viscous forces and, for the ship, is defined 
as a dimensionless ratio

Re = vρL
μ  = vL

v  ,     (11)

where v is the vessel’s speed, L is the length of the wetted surface, 
µ is the dynamic viscosity, and ν is the kinematic viscosity.

The Froude number Fr, in hydrology and fluid mechanics, 
is used to quantify the influence of gravity on a fluid’s motion. 
It indicates the ratio of the inertia forces to the gravitational 
forces related to the mass of water displaced by a floating vessel. 
It is defined by a dimensionless ratio: 

F r = 
√gL

v  .       (12)

Here g denotes the gravity acceleration. Then, the relationship 
between these two numbers can be written in the following 
form, which is practical for scaling purposes:

Re = ρ
μ √g L1.5 F r.     (13)

THE VISCOUS RESISTANCE

Although water has low viscosity, it produces a significant 
friction force opposing the ship’s motion. The viscous resistance 
RV is made up of the skin friction resistance and the viscous 
pressure resistance. Experimental data have shown that water 
friction can account for most of the hull’s total resistance at low 
speeds and is still dominant for higher speeds [11]. The ship’s 
hull shape influences the magnitude of the viscous pressure drag. 
Vessels with a lower length-to-beam ratio will have greater drag 
than those with a higher length-to-beam ratio.

The dimensionless viscous coefficient CV, taking into account 
both the skin friction and the viscous pressure resistance, can 
be derived from the formula

CV = (1 + k)CF .      (14)

Here (1+k) is the form factor, which depends on the hull form, 
and CF is the skin friction coefficient based on the flat plate 
results. The form factor (1+k) can be derived from low-speed 
tests when, at low Froude numbers Fr, the wave resistance 
coefficient CW tends to zero and therefore (1+k) = CT/CF. The 
skin friction resistance coefficient CF is assumed to be dependent 
on the Reynolds number Re and is recommended to be calculated 
through the ITTC-1957 skin friction line as

CF (Re) = 0.075
(log10 Re – 2)2 .    (15)

The ITTC-1978 powering prediction procedure for deriving 
the viscous coefficient CV recommends the use of formula (15), 
together with the form factor (1+k). The same methodology for 
calculating the CV coefficient can be used for the proposed scaling 
procedure from the acceleration stage towing tests.

THE WAVE-MAKING RESISTANCE

When a submerged vessel travels through a fluid, pressure 
variations are created around the body. Near a free surface, the 
pressure variations manifest themselves through changes in the 
fluid level, creating waves. Such a wave system is made up of 
transverse and divergent waves. With a body moving through 
a stationary fluid, the waves travel at the same speed as the 
body. It follows that the transverse wavelength depends on the 
ship’s speed. The mathematical form of such a wave system is 
called the Kelvin wave after Lord Kelvin [12]. The first step in 
formulating an analytical expression for the wave resistance 
was taken by Michell in 1898 [13]. A review of Michell’s wave 
resistance approach and its impact on ship hydrodynamics 
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SCALING PROCEDURE FOR CONSTANT 
SPEED TOWING TESTS

Before explaining the scaling procedure from the acceleration 
stage, let us look at the constant speed stage towing tests because 
most assumptions will be the same for both approaches. 
To perform a scaling procedure for constant speeds, first, 
a geometric scale λ is set as the ratio of the full-scale ship length 
LS to the model vessel length LM, i.e.,

λ = LS
LM

       (18)

Then for equal Froude numbers of both the full-scale ship 
and the model vessel: FrM = FrS, Froude’s law of similarity sets 
the corresponding speeds:

vS
vM

 = λ0.5.      (19)

Here vS is the full-scale ship speed and vM denotes the model 
vessel speed. Newton’s second law of dynamics (1) for constant 
speeds takes the following form for both the full-scale and the 
model vessel:

0 = FP(v, 0) – RT(v).     (20)

Therefore, for constant vessel speeds, the towing force is 
equal in magnitude to the total hull resistance force; thus, 
Eq. (3) holds. Moreover, the propulsion force needed to assess 
the energy requirement for constant full-size vessel speeds is 
equal to the total resistance force acting on the full-size hull. 
In general, the scaling procedure for determining the total 
hull resistance of a full-scale ship from constant speed towing 
experiments on a geometrically scaled model vessel may be 
described in the following steps:
Step 1:  Setting the range of the full-scale ship speed vS, from the 

minimum to the desired maximum ship speed.
Step 2:  Calculating the corresponding towing speeds for the 

model vM using Froude’s law of similarity (19).
Step 3:  Recording, from the constant speed stage, the total hull 

resistance force RT(vM) of the model vessel towed in 
a series of tests at each speed vM.

Step 4:  Determining the coefficient of the total hull resistance 
for the model at each speed CT(vM) from formula (9).

Step 5:  Determining the coefficient of the viscous resistance for 
the model vessel at each speed CV(vM) using the ITTC 
recommended formulas (14) and (15).

Step 6:  Calculating the wave-making coefficient for the model 
vessel at each speed CW(vM) = CT(vM)−CV(vM).

Step 7:  The wave-making resistance coefficients for the full-
scale and the model vessel are equal: CW(vS) = CW(vM).

Step 8:  Determining the coefficient of the viscous resistance 
for the full-scale ship CV(vS), at speeds corresponding 
to the model towing speeds, with the use of the ITTC 
recommended formulas (14) and (15).

Step 9:  Calculating the dimensionless coefficient of the total 
hull resistance for the full-scale vessel at each speed: 
CT(vS) = CW(vS) + CV(vS).

Step 10:  Determining the total hull resistance of the full-scale 
vessel for each speed using formula (9).

is given by Tuck [14]. Further, in 1909 wave resistance 
was investigated both theoretically and experimentally by 
Havelock [15] and elaborated in [16]. The findings are that the 
amplitudes of the waves directly depend on the ship’s Froude 
number Fr. Thus the dimensionless coefficient for the wave-
making resistance CW is assumed to depend only on the Froude 
number. The wave resistance for low speeds is negligible, but 
for Froude numbers over 0.35, the wave resistance may exceed 
the viscous resistance for most vessels [11]. Setting equal 
Froude numbers for the model and full-scale ship, such that 
the wave resistance coefficients are equal, still dominates the 
subject of scaling procedures. This assumption will also be 
used in the proposed scaling procedure for the acceleration 
stage towing tests.

THE RESISTANCE BREAKDOWN

Within the subject of the resistance breakdown, it is worth 
emphasising the fundamental difference between the scaling 
methods proposed by Froude and Hughes. Froude assumed 
that all residuary resistance scales according to Froude’s law, 
that is, for the same Froude number Fr. This is not physically 
correct because the viscous pressure drag included within 
the CV dimensionless coefficient should scale according 
to Reynolds’ law. Hughes assumes that the total viscous 
resistance, i.e., the friction and the form, scales according 
to Reynolds’ law. This leads to the dimensionless resistance 
coefficient breakdown:

CT (Re, F r) = CV (Re) + CW (F r).  (16)

This also needs to be adjusted, as the viscous resistance 
interferes with the wave-making resistance. The reason is 
that the boundary layer growth suppresses the stern wave; 
thus, the wave resistance can depend on Re. Moreover, the 
viscous resistance depends on the pressure distribution 
around the hull, which depends on wave-making [17]. 
Thus, an interaction term CINT(Re,Fr), depending on both 
numbers, is non-zero, i.e.

CT (Re,F r)=CV (Re)+CW(F r)+CINT (Re,F r). (17)

Therefore, the resistance breakdown is an assumption 
made for the scaling practice rather than an exact physical 
representation. A detailed outline of the scaling effects and 
evidence supporting the existence of an interaction term is 
given by Terziev [18]. Nevertheless, the overall error caused 
by the resistance coefficient breakdown assumption (16) is 
sufficiently small. The form factor method proposed by Hughes 
and adopted by the ITTC is still an extremely valuable tool 
in predicting ships’ energy requirements.

For the dynamical scaling purpose of this paper, certain 
assumptions, as mentioned above, will also be made; that 
is, the viscous friction coefficient CV depends only on the 
Reynolds number Re, the wave-making coefficient CW only 
on the Froude number Fr, and the interaction term will be 
neglected.
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PROPOSED SCALING PROCEDURE  
FROM THE ACCELERATION STAGE 

TOWING TESTS
The proposed scaling procedure for accelerated motion has 

the same methodology as Froude’s scaling for constant speed 
mentioned above. The difference is that we are going to take a step 
back from the equation of motion (20) to full dynamics (1) because, 
in accelerated motion, the towing force is needed to overcome the 
total hull resistance and to accelerate the model vessel.

Table 1 presents the basic assumptions for the scaling rules 
needed in accelerated motion. Subscripts S correspond to the 
full-size vessel and M to the model vessel.

The geometric similarity and the Froude number for the full-
size and model vessels remain the same for the acceleration stage 
scaling proposition. The difference is that, when accelerated, 
the mass of the vessel and the added mass of water have to be 
taken into account and scaled. Moreover, since the acceleration 
is the derivative of speed, for geometric scale λ, the acceleration 
scales as

dvS
dt  = d(λ0.5vM)

dt  = λ0.5 dvM
dt .    (21)

To derive the scaling formula for the acceleration stage, let 
us start from Newton’s second law of dynamics in the following 
form:

mv´=FP(v, v´) – 1
2 ρSCT (F r, Re)v2.  (22)

Further, the breakdown of the resistance coefficients (16) 
is assumed, i.e.,

mv´=FP(v, v´)– 12 ρS(CW(F r)+CV(Re))v2. (23)

Tab. 1. Scaling rules and basic assumptions

Physical quantity Scaling rule Assumptions

Length at the 
water line LS = λLm Geometric similarity

Wetted surface 
area of hull SS = λ2Sm Geometric similarity

Immersed 
volume VS = λ3Vm Geometric similarity

Mass of the 
vessel mvS = λ3mvm

The load of the model is 
prepared in such a way 
that the wetted volumes 

correspond to the 
geometric scaling.

Hydrodynamic 
added mass maddS = λ3 ρS

ρM  maddm

The accelerating vessel 
moves a specific volume 

of the surrounding water 
and this volume scales 

with respect to geometric 
similarity.

Froude number F rS = F rm

The ratio of the inertia 
forces to the gravitational 
forces related to the mass 

of water displaced by a 
floating vessel is the same 

for the model and full-
scale ship.

Reynolds 
number ReS = λ0.5 μS

μM ρS
ρM  Rem

Same Froude number and 
geometric similarity

Speed VS = λ0.5Vm Same Froude number and 
geometric similarity

Acceleration aS = λ0.5am Same Froude number and 
geometric similarity

The wave resistance coefficient CW(Fr) is assumed to depend 
only on the Froude number and may be derived from Eq. (23), i.e.,

CW(F r)= 2
ρSV2FP(v,v´) – 2m

ρSV2 v´ – CV(Re). (24)

When the Froude number is set to be the same for both the 
full-size and the model vessel, the partial dynamic similarity 
of the wave resistance coefficient CW(Fr) can also be used for 
accelerated motion; therefore

CW(F r)= 2
ρMSMV2M (FPM(vM,vḾ)–mMvḾ) – CV(ReM), (25)

CW(F r)= 2
ρSSSV2S  (FPS(vS,vŚ)–mSvŚ) – CV(ReS). (26)

In formula (25), FPM(vM, vḾ) is the towing force from the 
acceleration stage towing tank test on the model vessel. Just one 
towing test up to the maximum speed is needed to access such 
information. FPS(vS, vŚ) in (26) is the propulsion force needed to 
predict the ship’s energy requirement for accelerated motion. 
Further, it is assumed that the gravitational field g is the same 
for both the model and the full-scale vessels. Then, one can 
write the wave-making coefficient CW(Fr) for the full-scale 
vessel (26) using the scaling rules in Table 1:

CW(F r)= 2
ρSMV2Mλ3 (FPS(vS,vŚ ) – λ3.5(mvM+ ρM

ρS maddM)vḾ)–

CV(λ1.5 μM
μS  ρM

ρS  ReM).      (27)

Below, let us write an equation where the upper part is the 
wave-making coefficient CW(Fr) for the full-size vessel with 
the scaling rules applied (27), and the bottom part is the wave-
making coefficient for the model vessel (25):

2
ρSMV2Mλ3 (FPS(vS,vŚ ) – λ3.5(mvM+ ρM

ρS maddM)vḾ)– 

CV(λ1.5 μM
μS  ρM

ρS  ReM)      (28)
=

2
ρSMV2M  (FPM(vM,vḾ) – (mvM+ maddM)vḾ)– CV(ReM). (29)

Then, after basic transformations on the above equation, the 
following scaling rules for obtaining the propulsion force for the 
full-scale vessel from the acceleration stage towing experiments 
on the scaled model are derived:

  vS = λ0.5vM ,

  vŚ = λ0.5vḾ ,

     mS = λ3(mvM + ρM
ρS maddM),

FPS(vS,vŚ ) = λ3FPM(vM,vḾ)       (30)

+ λ3(λ0.5 – 1)mvMvḾ            (31)

+ λ3(λ0.5 ρM
ρS  – 1)maddMvḾ        (32)

+ λ3 2
ρSMV2M  (CV(λ1.5 μM

μS  ρM
ρS  ReM)– CV(ReM)). (33)
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Here, terms (30) and (33) are equivalent to the standard 
scaling procedures for constant speed when v´ = 0, i.e.,

FPS(vS,0) = λ3FPM(vM,0)+

λ3 2
ρSMV2M  (CV(λ1.5 μM

μS  ρM
ρS  ReM)– CV(ReM)).  (34)

Term (31) is the part of the propulsion force needed to 
accelerate a full-scale vessel. This part is equal to the part 
of the towing force needed to accelerate the model vessel 
with corresponding acceleration vḾ times the scaling factor 
λ3(λ0.5−1). Finally, the term (32) is the part of the propulsion 
force that is needed to accelerate the added water mass of the 
full-scale vessel, and this is equal to the part of the towing force 
needed to accelerate the added water mass of the model vessel 
with the corresponding acceleration vḾ times the scaling factor 
λ3(λ0.5−1ρM/ρM−1). Different water densities for the full-scale 
and model vessels were considered for the scaling factor in (32).

Therefore, the scaling approach for calculating the propulsion 
force of the full-scale vessel from the accelerated stage towing 
experiment on a scale model is proposed below:
Step 1:  Setting the range of the full-scale ship speed vS, from 

the minimum to the desired maximum speed.
Step 2:  Calculating the towing speeds for the model vM using 

Froude’s law of similarity (19).
Step 3:  Recording the towing force FPM(vM,vḾ) of the model vessel 

from the acceleration stage towed up to the maximum 
speed.

Step 4:  Calculating the added mass by extrapolating the towing 
force to zero speed and using formula (7).

Step 5:  Determining the propulsion force FPS(vS,vŚ ) using 
formulas (30)‒(33).

It should be noted that no time scale has been used in the 
proposed scaling procedure. The equations of motion for any 
profile can be derived from the second law of dynamics after 
determining the propulsion force of a full-size vessel FPS(vS,vŚ ).

CONCLUSIONS

This work derives a dynamical scaling proposition for the 
propulsion force required to estimate the full-scale vessel energy 
requirement. The towing force can be measured experimentally 
using the acceleration stage tests on a scale model vessel. This 
theoretical analysis demonstrates that such an approach may 
have advantages over constant speed towing tests. From the 
acceleration stage, it is possible to obtain information about the 
hydrodynamic added mass, which should also be considered 
when predicting the ship’s energy consumption. Furthermore, 
all information about the constant speed stage is accessible from 
only one acceleration test done up to the maximum speed. 
Finally, the proposed testing and scaling procedure can be 
used for dynamic models when simulating various profiles of 
motion, including constant speed, accelerating, decelerating, 
and gliding.
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AbstrAct

This paper utilised computational fluid dynamics (CFD) technology to calculate the resistance of a novel high-speed 
quadramaran in calm water using the Navier‒Stokes (N‒S) equation, analysed the total resistance, frictional resistance, 
and residual resistance characteristics of this novel high-speed quadramaran at different length Froude numbers, 
and compared them with the results of a conventional high-speed catamaran with the same displacement. The results 
showed that the total resistance of the quadramaran had a significant hump at the Froude number of 0.6, due to 
the complexity of the wave interference among the four demihulls, and the hump value was about 1.6 times that of 
the catamaran. Above the hump speed, the total resistance of the quadramaran decreased with the increase of the 
Froude number, until reaching the Froude number of 1.06, when the curve became flat, and it showed a maximum 
resistance reduction of 40% at the Froude number of 1.66 compared with the catamaran, where the total resistance curve 
was steep. The frictional resistance of the quadramaran increased gradually with the growth of the Froude number, 
which was basically consistent with the change trend of the catamaran. The residual resistance of the quadramaran 
first rose and then reduced with the rising Froude number, the curve showed a large hump due to the adverse wave 
interference, and the hump value was about 1.7 times that of the catamaran. Above the Froude number of 1.06, as 
the wave interference changed from adverse to favourable, the quadramaran had lower residual resistance than the 
catamaran. The bow and stern demihulls of the quadramaran were also analysed for their resistance characteristics. 
The total resistance of the bow demihulls increased gradually with the increase of the Froude number, the curve had 
a small hump at the Froude number of 0.7, and above the hump speed, the curve was steep. The total resistance of 
the stern demihulls first increased and then decreased with the growth of the Froude number, the hump value at the 
Froude number of 0.85 was significant and was about 2 times that of the bow demihulls, and the curve became flat 
above the Froude number of 1.51.

Keywords: high-speed quadramaran; high-speed catamaran; resistance characteristic; wave-making interference; resistance hump
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INTRODUCTION

In recent years, multi-hulls have been widely studied by 
a large number of researchers because of their wide deck 
area, excellent speed, and seakeeping performance. The 
catamaran is one of the most widely studied and applied hull 
forms, with relatively variable designs, including the small 
waterline catamaran (SWATH), wave-piercing catamaran, 
partial air cushion support catamaran (PACSCAT) [1‒2], 
asymmetric catamaran [3‒5], supercritical catamaran 
[6], etc. Trimarans and pentamarans mostly use the form 
of a large main hull in the middle and small demihulls 
distributed on both sides of the main hull, while the hull 
forms are mostly slender or small waterline hulls. However, 
there is not much research on the quadramaran, and most 
researchers who study quadramarans generally take slender 
or small waterline hulls as the hull forms. Peng [7] utilised 
the boundary element method in terms of the Green function 
to compute the resistance and motion responses of a slender 
catamaran, trimaran, quadramaran, and pentamaran by 
altering the configurations of the demihulls. Fang et al. [8] 
took the small waterline quadramaran (SLICE) as the research 
object to investigate its resistance characteristics, compared 
with a SWATH of the same scale, and concluded that the 
SLICE had certain resistance advantages only under the 
condition of shallow draft. Michell’s linear wave resistance 
theory method was adopted by Cai et al. [9] to study the wave-
making resistance characteristics of a SWATH, trimaran, 
SLICE, and pentamaran at different Froude numbers, and 
obtain the proportion of wave-making resistance. A series 
of numerical simulations based on FLUENT software was 
performed by Zhang et al. [10], and the total resistance 
characteristics and flow field distributions of a small waterline 
catamaran, trimaran, and quadramaran were analysed. Based 
on Neumann‒Michell theory, Liu et al. [11] used the self-
developed NMShip-SJTU solver to numerically calculate the 
wave-making resistance of a staggered quadramaran with 
slender demihulls at different Froude numbers and different 
longitudinal and transverse positions, analysing the wave 
interference characteristics. Yanuar et al. [12-13] conducted 
a set of experiments in calm water to investigate the effect 
of the quadramaran configurations on the total resistance 
coefficient and interference factor. 

As a prominent research method, computational fluid 
dynamics (CFD) technology is widely applied by many 
researchers in the process of ship design, and can accurately 
and effectively forecast the hydrodynamic performance of 
ships. Farkas et al. [14] performed a number of numerical 
simulations of an S60 catamaran at different separations 
to obtain the characteristics of the total resistance and the 
wave interference factor, and the numerical results showed 
good agreement with the experimental results. Hu et al. [15] 
developed an asymmetric catamaran and investigated its 
resistance, rise-up, and dynamic trim angle by altering the 
lateral separation and longitudinal stagger based on the CFD 
method, and the deviations of the numerical results from the 
experimental results were less than 6%. Ebrahimi et al. [16] 

proposed a planing catamaran with transverse steps, analysed 
the aero-hydrodynamic effect in calm water at different 
displacements, and numerically calculated the resistance, 
the results of which agreed well with the experimental data. 
Li et al. [17] investigated the seakeeping characteristics 
of a slender trimaran equipped with and without a T-foil 
near the bow by experimental and numerical methods. The 
numerical simulations were validated by comparisons with 
the experimental tests. A range of numerical simulations 
were carried out by Heidari et al. [18], and the effects of the 
trim, heel, and yaw angles of the side hulls on the resistance 
and flow field characteristics of a trimaran were investigated; 
by contrast with the experimental values, the maximum 
numerical error was only 5%. Yildiz et al. [19] analysed the 
total resistance and wave profiles of a trimaran with nine 
different outrigger configurations by using the CFD method, 
and obtained good agreements when compared with the 
experimental results. To reduce the resistance in calm water 
and wavy conditions, Nazemian et al. [20] took the numerical 
results as the objective function, which were computed by 
CFD simulation and matched well with the experimental 
data, and utilised an arbitrary shape deformation method to 
optimise the hull shape of a wave-piercing trimaran. All the 
studies mentioned above applied the STAR CCM+ solver to 
perform numerical calculations, and good consistencies were 
shown between the numerical and experimental results, which 
verified the validity of the CFD method. So, this indicates that 
the CFD method could meet the requirements of practical 
engineering applications and reliably and accurately predict 
the hydrodynamic performance of multi-hulls.

In this paper, a novel high-speed quadramaran with 
a service speed above 30 kn is developed. A high-speed 
V-shaped hull form is applied to the demihull, which is 
different from the slender or small waterline quadramaran 
studied by previous researchers. It is undeniable that the 
slender hull or small waterline hull is conducive to reducing 
the wave-making resistance of multi-hulls, but the draft of the 
hull at the same displacement is deep, which is not conducive 
to navigating in a shallow fairway and is detrimental to 
the development of the hull form towards heavy loads and 
large sizes. Compared with a slender hull, the shape of the 
demihull makes the hull space more spacious, facilitates the 
arrangement of equipment, and makes the draft shallower. As 
the most widely used, the V-shaped hull form has excellent 
high-speed performance, but its seakeeping performance 
is unsatisfactory in a rough sea state. The advantage of 
multi-hulls is that they have great seakeeping and stability 
performance in rough sea states, but the wave-making 
resistance will be larger than that of monohulls due to the 
wave interference among the demihulls at high speed. The 
ship type proposed is based on the quick reach needs of 
windfarm maintenance and ocean transportation, which 
require a service speed above 30 kn. The hull form integrates 
the advantages of the V-shaped hull and multi-hull, which 
means that the quadramaran has not only a remarkable high-
speed performance, but also excellent seakeeping in rough 
sea states. This paper studies the resistance characteristics 
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of the quadramaran in calm water, including the resistance, 
rise-up, dynamic trim angle, and wave-making interference. 
Analyses are carried out with several numerical simulations 
based on the mature STAR CCM+ solver. The computed 
results could provide data support for the further study of 
ship model experiments.

NUMERICAL SIMULATION METHOD

GOVERNING EQUATIONS AND THEORIES

Considering the influence of turbulent pulsation, the 
governing equations of fluids are commonly based on 
the time-averaged method [21‒22]. The continuous equation 
and the Reynolds-Averaged Navier‒Stokes equation are 
expressed as follows:

 
GOVERNING EQUATIONS AND THEORIES 
 

Considering the influence of turbulent pulsation, the governing equations of fluids are commonly 
based on the time-averaged method [21‒22]. The continuous equation and the Reynolds-Averaged 
Navier‒Stokes equation are expressed as follows: 

 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕 + 𝜕𝜕

𝑥𝑥𝑖𝑖
(𝜌𝜌𝑢𝑢𝑖𝑖) = 0 （1） 

 𝜕𝜕(𝜕𝜕𝑢𝑢𝑖𝑖)
𝜕𝜕𝜕𝜕 + 𝜕𝜕

𝜕𝜕𝑥𝑥𝑗𝑗
(𝜌𝜌𝑢𝑢𝑖𝑖𝑢𝑢𝑗𝑗) = − 𝜕𝜕𝜕𝜕

𝜕𝜕𝑥𝑥𝑖𝑖
+ 𝜕𝜕

𝜕𝜕𝑥𝑥𝑗𝑗
(𝜇𝜇 𝜕𝜕𝑢𝑢𝑖𝑖

𝜕𝜕𝑥𝑥𝑗𝑗
− 𝜌𝜌𝑢𝑢𝑖𝑖′𝑢𝑢𝑗𝑗′) + 𝑆𝑆𝑖𝑖 （2） 

where 𝑢𝑢𝑖𝑖 and 𝑢𝑢𝑗𝑗  are the time-averaged value of the velocity component, and the value range of 
subscript 𝑖𝑖 and 𝑗𝑗 is (1,2,3); 𝑃𝑃 is the time-averaged value of the pressure; 𝜌𝜌 is the fluid density; 
𝜇𝜇  is a hydrodynamic viscosity coefficient; −𝜌𝜌𝑢𝑢𝑖𝑖′𝑢𝑢𝑗𝑗′  is the Reynolds stress; and 𝑆𝑆𝑖𝑖  is the 
generalised source term of the momentum equation.  

The standard 𝑘𝑘 − 𝜀𝜀 model is used as the turbulence model in this paper. The equation of the 
turbulent kinetic energy 𝑘𝑘 and turbulent dissipation rate 𝜀𝜀 are expressed as follows: 

 𝜕𝜕(𝜕𝜕𝜌𝜌)
𝜕𝜕𝜕𝜕 + 𝜕𝜕(𝜕𝜕𝜌𝜌𝑢𝑢𝑖𝑖)

𝜕𝜕𝑥𝑥𝑖𝑖
= 𝜕𝜕

𝜕𝜕𝑥𝑥𝑗𝑗
[(𝜇𝜇 + 𝜇𝜇𝑡𝑡

𝜎𝜎𝑘𝑘
) 𝜕𝜕𝜌𝜌
𝜕𝜕𝑥𝑥𝑗𝑗

] + 𝐺𝐺𝜌𝜌 − 𝜌𝜌𝜀𝜀 （3） 

 𝜕𝜕(𝜕𝜕𝜌𝜌)
𝜕𝜕𝜕𝜕 + 𝜕𝜕(𝜕𝜕𝜌𝜌𝑢𝑢𝑖𝑖)

𝜕𝜕𝑥𝑥𝑖𝑖
= 𝜕𝜕

𝜕𝜕𝑥𝑥𝑗𝑗
[(𝜇𝜇 + 𝜇𝜇𝑡𝑡

𝜎𝜎𝜀𝜀
) 𝜕𝜕𝜌𝜌
𝜕𝜕𝑥𝑥𝑗𝑗

] + 𝐶𝐶1𝜌𝜌
𝜌𝜌
𝜌𝜌 𝐺𝐺𝜌𝜌 − 𝐶𝐶2𝜌𝜌𝜌𝜌

𝜌𝜌2
𝜌𝜌  （4） 

where 𝐺𝐺𝜌𝜌  is the generation term of turbulent kinetic energy 𝑘𝑘  caused by the average velocity 
gradient; 𝜇𝜇𝜕𝜕 = 𝜌𝜌𝐶𝐶𝜇𝜇

𝜌𝜌2
𝜌𝜌

; 𝐶𝐶𝜇𝜇=0.09; 𝜎𝜎𝜌𝜌=1.0; and 𝜎𝜎𝜌𝜌=1.3. 
The volume of fluids (VOF) method [23‒24] was utilised to capture the free liquid surface. The 

phase distribution and position at the interface are described by the field of phase volume fraction 𝑎𝑎𝑗𝑗, 
where the phase 𝑗𝑗 is defined as follows: 

 𝑎𝑎𝑗𝑗 = 𝑉𝑉𝑖𝑖
𝑉𝑉  （5） 

where 𝑉𝑉𝑖𝑖 is the volume of the phase 𝑗𝑗 in the mesh cell and 𝑉𝑉 is the volume of the mesh cell. 
The sum of the volume fractions of all the phases in a mesh cell must be 1; that is,∑ 𝑎𝑎𝑖𝑖 = 1𝑁𝑁

𝑖𝑖=1 , 
where 𝑁𝑁  is the total number of phases. According to the value of the volume fraction, it can 
distinguish whether there are different phases or fluids in the mesh cell; that is, when 𝑎𝑎𝑖𝑖=0, the mesh 
cell has no phase 𝑖𝑖 at all. When 𝑎𝑎𝑖𝑖=1, this mesh cell is completely filled by the phase 𝑖𝑖; 0< 𝑎𝑎𝑖𝑖 <1, 
where the value between the two limits indicates the existence of an interface between the phases. 

 
COMPUTATIONAL MODEL 

 
The ship type studied in this paper was inspired by a catamaran with a step [16]. Using a step on 
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quadramaran, where the centre lines of the bow and stern demihulls are aligned. Before the ship type 
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the total resistance. So that the bow and stern demihulls are of different V-shaped hull forms, the 
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The volume of fluids (VOF) method [23‒24] was utilised to capture the free liquid surface. The 

phase distribution and position at the interface are described by the field of phase volume fraction 𝑎𝑎𝑗𝑗, 
where the phase 𝑗𝑗 is defined as follows: 

 𝑎𝑎𝑗𝑗 = 𝑉𝑉𝑖𝑖
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where 𝑉𝑉𝑖𝑖 is the volume of the phase 𝑗𝑗 in the mesh cell and 𝑉𝑉 is the volume of the mesh cell. 
The sum of the volume fractions of all the phases in a mesh cell must be 1; that is,∑ 𝑎𝑎𝑖𝑖 = 1𝑁𝑁

𝑖𝑖=1 , 
where 𝑁𝑁  is the total number of phases. According to the value of the volume fraction, it can 
distinguish whether there are different phases or fluids in the mesh cell; that is, when 𝑎𝑎𝑖𝑖=0, the mesh 
cell has no phase 𝑖𝑖 at all. When 𝑎𝑎𝑖𝑖=1, this mesh cell is completely filled by the phase 𝑖𝑖; 0< 𝑎𝑎𝑖𝑖 <1, 
where the value between the two limits indicates the existence of an interface between the phases. 

 
COMPUTATIONAL MODEL 

 
The ship type studied in this paper was inspired by a catamaran with a step [16]. Using a step on 

the hull could separate the water, create a dry section from step to transom, and reduce the resistance 
at high speed [25‒26]. The stepped hull is viewed as two regular hulls following each other closely, 
so that the catamaran turns into a quadramaran. A high-speed V-shaped catamaran (Fig. 1b) is 
selected to separate at midship, the first demihulls are used as the bow demihulls of the quadramaran, 
and the second demihulls are replaced by other V-shaped hulls used as the stern demihulls of the 
quadramaran, where the centre lines of the bow and stern demihulls are aligned. Before the ship type 
in this paper was proposed, a hull form optimisation study was carried out, and it was found that a 
large deadrise angle at the bow demihull was beneficial to improve the wave interference and reduce 
the total resistance. So that the bow and stern demihulls are of different V-shaped hull forms, the 
bow hull has leaner lines, larger deadrise angles, and smaller waterline entrance angles than those 
of the stern hull.  
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𝜎𝜎𝜀𝜀
) 𝜕𝜕𝜌𝜌
𝜕𝜕𝑥𝑥𝑗𝑗

] + 𝐶𝐶1𝜌𝜌
𝜌𝜌
𝜌𝜌 𝐺𝐺𝜌𝜌 − 𝐶𝐶2𝜌𝜌𝜌𝜌

𝜌𝜌2
𝜌𝜌  （4） 

where 𝐺𝐺𝜌𝜌  is the generation term of turbulent kinetic energy 𝑘𝑘  caused by the average velocity 
gradient; 𝜇𝜇𝜕𝜕 = 𝜌𝜌𝐶𝐶𝜇𝜇

𝜌𝜌2
𝜌𝜌

; 𝐶𝐶𝜇𝜇=0.09; 𝜎𝜎𝜌𝜌=1.0; and 𝜎𝜎𝜌𝜌=1.3. 
The volume of fluids (VOF) method [23‒24] was utilised to capture the free liquid surface. The 

phase distribution and position at the interface are described by the field of phase volume fraction 𝑎𝑎𝑗𝑗, 
where the phase 𝑗𝑗 is defined as follows: 

 𝑎𝑎𝑗𝑗 = 𝑉𝑉𝑖𝑖
𝑉𝑉  （5） 

where 𝑉𝑉𝑖𝑖 is the volume of the phase 𝑗𝑗 in the mesh cell and 𝑉𝑉 is the volume of the mesh cell. 
The sum of the volume fractions of all the phases in a mesh cell must be 1; that is,∑ 𝑎𝑎𝑖𝑖 = 1𝑁𝑁

𝑖𝑖=1 , 
where 𝑁𝑁  is the total number of phases. According to the value of the volume fraction, it can 
distinguish whether there are different phases or fluids in the mesh cell; that is, when 𝑎𝑎𝑖𝑖=0, the mesh 
cell has no phase 𝑖𝑖 at all. When 𝑎𝑎𝑖𝑖=1, this mesh cell is completely filled by the phase 𝑖𝑖; 0< 𝑎𝑎𝑖𝑖 <1, 
where the value between the two limits indicates the existence of an interface between the phases. 

 
COMPUTATIONAL MODEL 

 
The ship type studied in this paper was inspired by a catamaran with a step [16]. Using a step on 

the hull could separate the water, create a dry section from step to transom, and reduce the resistance 
at high speed [25‒26]. The stepped hull is viewed as two regular hulls following each other closely, 
so that the catamaran turns into a quadramaran. A high-speed V-shaped catamaran (Fig. 1b) is 
selected to separate at midship, the first demihulls are used as the bow demihulls of the quadramaran, 
and the second demihulls are replaced by other V-shaped hulls used as the stern demihulls of the 
quadramaran, where the centre lines of the bow and stern demihulls are aligned. Before the ship type 
in this paper was proposed, a hull form optimisation study was carried out, and it was found that a 
large deadrise angle at the bow demihull was beneficial to improve the wave interference and reduce 
the total resistance. So that the bow and stern demihulls are of different V-shaped hull forms, the 
bow hull has leaner lines, larger deadrise angles, and smaller waterline entrance angles than those 
of the stern hull.  

, where N is the total number 
of phases. According to the value of the volume fraction, it 
can distinguish whether there are different phases or fluids 
in the mesh cell; that is, when ai=0, the mesh cell has no 
phase i at all. When ai=1, this mesh cell is completely filled by 
the phase i; 0< ai <1, where the value between the two limits 
indicates the existence of an interface between the phases.

COMPUTATIONAL MODEL

The ship type studied in this paper was inspired by 
a catamaran with a step [16]. Using a step on the hull could 
separate the water, create a dry section from step to transom, 
and reduce the resistance at high speed [25‒26]. The stepped 
hull is viewed as two regular hulls following each other closely, 
so that the catamaran turns into a quadramaran. A high-
speed V-shaped catamaran (Fig. 1b) is selected to separate at 
midship, the first demihulls are used as the bow demihulls 
of the quadramaran, and the second demihulls are replaced 
by other V-shaped hulls used as the stern demihulls of the 
quadramaran, where the centre lines of the bow and stern 
demihulls are aligned. Before the ship type in this paper was 
proposed, a hull form optimisation study was carried out, and 
it was found that a large deadrise angle at the bow demihull 
was beneficial to improve the wave interference and reduce 
the total resistance. So that the bow and stern demihulls are 
of different V-shaped hull forms, the bow hull has leaner 
lines, larger deadrise angles, and smaller waterline entrance 
angles than those of the stern hull. 

A full-scale model has been chosen as the study objective, 
and the main parameters of the catamaran and quadramaran 
in full scale are listed in Table 1. They have the same 
displacement and same waterline length, and the geometry 
models are established as shown in Fig. 1. 
Tab. 1 The main parameters of the quadramaran and catamaran

High-speed quadramaran High-speed catamaran

Parameters Value Parameters Value

Length overall of bow 
demihull LbOA (m) 11.76

Length overall of 
demihull LOA (m) 22.5

Length overall of stern 
demihull LsOA (m) 12.32

Waterline length of bow 
demihull Lb (m) 11.00

Waterline length of 
demihull L (m) 21.72

Waterline length of stern 
demihull Ls (m) 10.72

Moulded breadth of bow 
demihull Bb (m) 3.92

Moulded breadth of 
demihull B (m) 3.38

Moulded breadth of stern 
demihull Bs (m) 4.1

Deadrise angle in the 
midship of bow demihull 

βb (°)
40.9

Deadrise angle in the 
midship of demihull β (°) 27.3

Deadrise angle in the 
midship of stern demihull 

βs (°)
18.9



POLISH MARITIME RESEARCH, No 2/202314

High-speed quadramaran High-speed catamaran

Parameters Value Parameters Value

Transverse spacing of the 
centreline of demihulls 

Kc (m)
5.55

Transverse spacing of the 
centreline of demihulls 

Kc (m)
5.2

Longitudinal spacing of 
demihulls Kl (m) 0.05 Longitudinal spacing of 

demihulls Kl (m) /

Length overall of 
quadramaran LOA (m) 24.13 Length overall of 

catamaran LOA (m) 22.5

Breadth overall of 
quadramaran BOA (m) 9.65 Breadth overall of 

catamaran BOA (m) 8.44

Moulded depth D (m) 2.4 Moulded depth D (m) 3.5

Draft T (m) 1.13 Draft T (m) 1.2

Displacement of bow 
demihulls Δb (t)

27 Displacement of bow 
demihulls Δb (t)

/

Displacement of stern 
demihulls Δs (t)

43 Displacement of stern 
demihulls Δs (t)

/

Total displacement of 
quadramaran Δ (t) 70 Total displacement of 

catamaran Δ (t) 70

(a) quadramaran (b) catamaran

Fig. 1. The geometry models

NUMERICAL SCHEME

Boundary conditions
The computational domain is extended 1.5 L to the front of 

the bow, 3 L to the rear of the stern, L to the side, L above the 
free surface, and 1.5 L below the free surface. The boundary 
conditions of the inlet, top, and bottom of the computational 
domain are set as the velocity inlet, the outlet is set as the 
pressure outlet, both sides are set as the symmetry plane, and 
the hull surface is set as a no-slip wall surface.
Calculation setup

The implicit unsteady state is selected as the time model, 
the material is selected as Euler multiphase flow, the motion 
of the hull is set as six degrees of freedom rigid body motion, 
the VOF wave is set as calm water, the time step is set to 0.001 
s, and the iteration step is 10 steps. 

The studied speed ranges between 3.6 m/s and 24.18 m/s, 
because the total waterline length of the quadramaran, 
that is, the sum of the bow and stern demihulls’ waterline 
length, is the same as that of the catamaran, so that they have 

the same length Froude 
number, represented by 
the symbol Fr. Besides, 
the symbols Frb and Frs 
represent the length 
Froude number of  the 
bow and stern demihull, 
respectively. Table 2 shows 
the corresponding speeds 
of  the computational 
model.

Tab. 2 Corresponding speeds of computational model

Speed V (m/s) Speed V (kn)
Length Froude 

number of entire 
hull Fr

Volume Froude 
number of entire hull 

Fr∇ 

Length Froude 
number of bow 

demihull Frb

Length Froude 
number of stern 

demihull Frs

3.60 7 0.25 0.41 0.35 0.35

5.14 10 0.35 0.57 0.50 0.50

6.69 13 0.46 0.81 0.64 0.65

7.72 15 0.53 1.06 0.74 0.75

8.74 17 0.60 1.22 0.84 0.85

10.29 20 0.71 1.38 0.99 1.00

11.83 23 0.81 1.63 1.14 1.15

12.86 25 0.88 1.87 1.24 1.25

13.89 27 0.95 2.03 1.34 1.36

15.43 30 1.06 2.19 1.49 1.51

16.98 33 1.17 2.44 1.64 1.66

18.00 35 1.23 2.69 1.73 1.76

19.03 37 1.30 2.84 1.83 1.86

20.58 40 1.41 3.01 1.98 2.01

22.12 43 1.52 3.25 2.13 2.16

23.15 45 1.59 3.49 2.23 2.26

24.18 47 1.66 3.66 2.33 2.36
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Grid convergence study
To boost confidence in the CFD computation results, a grid 

convergence study is needed before systematic computations 
according to ITTC recommended procedures [27‒28]. Three 
sets of grids corresponding to fine, medium, and coarse grids 
are established, respectively. The grid refinement ratio is  

18.00 35 1.23 2.69 1.73 1.76 
19.03 37 1.30 2.84 1.83 1.86 
20.58 40 1.41 3.01 1.98 2.01 
22.12 43 1.52 3.25 2.13 2.16 
23.15 45 1.59 3.49 2.23 2.26 
24.18 47 1.66 3.66 2.33 2.36 
 

Grid convergence study 
 

To boost confidence in the CFD computation results, a grid convergence study is needed before 
systematic computations according to ITTC recommended procedures [27‒28]. Three sets of grids 
corresponding to fine, medium, and coarse grids are established, respectively. The grid refinement 
ratio is 𝑟𝑟𝐺𝐺 = √2. Taking the quadramaran speed 20.58 m/s as an example, the grids from the finest 
to the coarsest grids are illustrated in Fig. 2, and the grid cell numbers are given in Table 3. The 
calculated results using different grid strategies are shown in Table 4. 

 

   
(a) fine grid (b) medium grid (c) coarse grid 

 
Fig. 2. Grids from finest to coarsest 

 
Table 3 Number of cells for three grids 

 

Grid scheme (a) fine grid 𝑆𝑆1 (b) medium grid 𝑆𝑆2 (c) coarse grid 𝑆𝑆3 
Number of grids 38775148 16133326 6091183 

 
Table 4 Calculated results using different grid strategies 

 
Grid scheme (a) fine grid 𝑆𝑆1 (b) medium grid 𝑆𝑆2 (c) coarse grid 𝑆𝑆3 

Bow total resistance (kN) 43.40 44.18 45.17 
Stern total resistance (kN) 39.64 41.26 43.61 

Total resistance (kN) 83.08 85.46 88.77 
Dynamic trim angle (°) 1.397 1.427 1.469 

Rise-up (m) 0.418 0.419 0.421 
 

Table 5 Grid uncertainty analysis 
 

Grid scheme Bow total 
resistance 

Stern total 
resistance 

Total 
resistance 

Dynamic 
trim angle Rise-up 

Convergence ratio 𝑅𝑅𝐺𝐺  0.787 0.686 0.718 0.697 0.451 
Convergence condition Monotonic Monotonic Monotonic Monotonic Monotonic 

Accuracy 𝑃𝑃𝐺𝐺 0.693 1.086 0.957 1.042 2.298 
Grid error 𝛿𝛿𝑅𝑅𝐸𝐸𝐺𝐺∗  2.867 3.529 6.042 0.068 0.0007 

Correction factor 𝐶𝐶𝐺𝐺 0.271 0.457 0.393 0.435 1.218 
|1 − 𝐶𝐶𝐺𝐺| 0.729 0.543 0.607 0.565 0.218 

Uncertainty 𝑈𝑈𝐺𝐺 7.045 7.363 13.376 0.145 0.0099 
Uncertainty 𝑈𝑈𝐺𝐺 (%𝑆𝑆𝐺𝐺) 16.23% 18.57% 16.10% 10.34% 0.24% 

Taking the quadramaran speed 20.58 m/s as an 
example, the grids from the finest to the coarsest grids are 
illustrated in Fig. 2, and the grid cell numbers are given in 
Table 3. The calculated results using different grid strategies 
are shown in Table 4.

(a) fine grid (b) medium grid (c) coarse grid

Fig. 2. Grids from finest to coarsest

Tab. 3 Number of cells for three grids

Grid scheme (a) fine grid S1 (b) medium grid S2 (c) coarse grid S3

Number of grids 38775148 16133326 6091183

Tab. 4 Calculated results using different grid strategies

Grid scheme (a) fine grid S1 (b) medium grid S2 (c) coarse grid S3

Bow total resistance (kN) 43.40 44.18 45.17

Stern total resistance (kN) 39.64 41.26 43.61

Total resistance (kN) 83.08 85.46 88.77

Dynamic trim angle (°) 1.397 1.427 1.469

Rise-up (m) 0.418 0.419 0.421

Tab. 5 Grid uncertainty analysis

Grid scheme Bow total 
resistance

Stern total 
resistance Total resistance Dynamic trim 

angle Rise-up

Convergence ratio RG 0.787 0.686 0.718 0.697 0.451

Convergence condition Monotonic Monotonic Monotonic Monotonic Monotonic

Accuracy PG 0.693 1.086 0.957 1.042 2.298

Grid error δ*
REG

2.867 3.529 6.042 0.068 0.0007

Correction factor CG 0.271 0.457 0.393 0.435 1.218

|1 − CG| 0.729 0.543 0.607 0.565 0.218

Uncertainty UG 7.045 7.363 13.376 0.145 0.0099

Uncertainty UG(% SG) 16.23% 18.57% 16.10% 10.34% 0.24%

Correction error δ*
G 0.778 1.613 2.375 0.0295 0.0008

Correction error δ*
G(% SG) 1.83% 4.24% 2.94% 2.16% 0.20%

Correction uncertainty UCG
2.089 1.917 3.667 0.038 0.0001

Correction uncertainty UGC
(% SG) 4.90% 5.04% 4.54% 2.80% 0.04%
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The differences in the results between the different grid 
schemes are defined as follows:

Correction error 𝛿𝛿𝐺𝐺∗  0.778 1.613 2.375 0.0295 0.0008 
Correction error 𝛿𝛿𝐺𝐺∗  (%𝑆𝑆𝐶𝐶) 1.83% 4.24% 2.94% 2.16% 0.20% 

Correction uncertainty 𝑈𝑈𝐺𝐺𝐶𝐶  2.089 1.917 3.667 0.038 0.0001 
Correction uncertainty 

𝑈𝑈𝐺𝐺𝐶𝐶(%𝑆𝑆𝐶𝐶) 4.90% 5.04% 4.54% 2.80% 0.04% 

 
The differences in the results between the different grid schemes are defined as follows: 
 {𝜀𝜀21 = 𝑆𝑆2 − 𝑆𝑆1

𝜀𝜀32 = 𝑆𝑆3 − 𝑆𝑆2
 （1） 

The convergence ratio 𝑅𝑅𝐺𝐺  is defined as 
 𝑅𝑅𝐺𝐺 = 𝜀𝜀21

𝜀𝜀32 （2） 
According to [27], three convergence conditions are possible: 
(1) Monotonic convergence: 0 < 𝑅𝑅𝐺𝐺 < 1; 
(2) Oscillatory convergence: 𝑅𝑅𝐺𝐺 < 0; 
(3) Divergence: 𝑅𝑅𝐺𝐺 > 1. 
The results of the convergence ratio 𝑅𝑅𝐺𝐺  shown in Table 5 are less than 1, so the grid convergence 

is monotonic. 
For monotonous convergence, the Generalized Richardson extrapolation is used to estimate the 

grid error 𝛿𝛿𝑅𝑅𝐸𝐸𝐺𝐺∗ . 

 𝛿𝛿𝑅𝑅𝐸𝐸𝐺𝐺∗ = 𝜀𝜀21
𝑟𝑟𝐺𝐺
𝑃𝑃𝐺𝐺−1 （3） 

 
The order of accuracy 𝑃𝑃𝐺𝐺  is estimated as 

 𝑃𝑃𝐺𝐺 = 𝐼𝐼𝐼𝐼(𝜀𝜀32 𝜀𝜀21⁄ )
𝐼𝐼𝐼𝐼(𝑟𝑟𝐺𝐺)

 （4） 

The correction factor 𝐶𝐶𝐺𝐺 is defined as 

 𝐶𝐶𝐺𝐺 = 𝑟𝑟𝐺𝐺
𝑃𝑃𝐺𝐺−1

𝑟𝑟𝐺𝐺
𝑃𝑃𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒−1

 （5） 

where 𝑃𝑃𝐺𝐺𝑒𝑒𝑒𝑒𝑒𝑒 = 2 was used according to [28]. 
For 𝐶𝐶𝐺𝐺 considered as sufficiently less than or greater than 1 and lacking confidence, the error 

𝛿𝛿𝐺𝐺 is not estimated, and the uncertainty 𝑈𝑈𝐺𝐺 is estimated as follows: 

 𝑈𝑈𝐺𝐺 = {
[9.6(1 − 𝐶𝐶𝐺𝐺)2 + 1.1]|𝛿𝛿𝑅𝑅𝐸𝐸𝐺𝐺∗ | 

[2|1 − 𝐶𝐶𝐺𝐺| + 1]|𝛿𝛿𝑅𝑅𝐸𝐸𝐺𝐺∗ |
  |1 − 𝐶𝐶𝐺𝐺| < 0.125 

|1 − 𝐶𝐶𝐺𝐺| ≥ 0.125  （6） 

For 𝐶𝐶𝐺𝐺 considered close to 1 and having confidence, the correction error 𝛿𝛿𝐺𝐺∗  and the correction 
uncertainty 𝑈𝑈𝐺𝐺𝐶𝐶 are estimated as follows: 

 𝛿𝛿𝐺𝐺∗ = 𝐶𝐶𝐺𝐺𝛿𝛿𝑅𝑅𝐸𝐸𝐺𝐺∗  （7） 

 𝑈𝑈𝐺𝐺𝐶𝐶 = {
[2.4(1 − 𝐶𝐶𝐺𝐺)2 + 0.1]|𝛿𝛿𝑅𝑅𝐸𝐸𝐺𝐺∗ | 

[|1 − 𝐶𝐶𝐺𝐺|]|𝛿𝛿𝑅𝑅𝐸𝐸𝐺𝐺∗ |
  |1 − 𝐶𝐶𝐺𝐺| < 0.25 

|1 − 𝐶𝐶𝐺𝐺| ≥ 0.25  （8） 

The correction simulation result 𝑆𝑆𝐶𝐶 is defined as 
 𝑆𝑆𝐶𝐶 = 𝑆𝑆𝐺𝐺 − 𝛿𝛿𝐺𝐺∗  （9） 

where 𝑆𝑆𝐺𝐺 is the result of numerical simulation under the finest grid 𝑆𝑆1. 
Table 5 shows the results of the grid uncertainty analysis. 𝛿𝛿𝐺𝐺∗  and 𝑈𝑈𝐺𝐺𝐶𝐶 are relatively small, so 

the level of verification is relatively small, <6%. This indicates that the errors in the results caused 
by grid discretisation are very small. Thus, as a trade-off between accuracy and efficiency, the grid 
density 𝑆𝑆2 is selected for calculation. 
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  |1 − 𝐶𝐶𝐺𝐺| < 0.25 

|1 − 𝐶𝐶𝐺𝐺| ≥ 0.25  （8） 

The correction simulation result 𝑆𝑆𝐶𝐶 is defined as 
 𝑆𝑆𝐶𝐶 = 𝑆𝑆𝐺𝐺 − 𝛿𝛿𝐺𝐺∗  （9） 

where 𝑆𝑆𝐺𝐺 is the result of numerical simulation under the finest grid 𝑆𝑆1. 
Table 5 shows the results of the grid uncertainty analysis. 𝛿𝛿𝐺𝐺∗  and 𝑈𝑈𝐺𝐺𝐶𝐶 are relatively small, so 

the level of verification is relatively small, <6%. This indicates that the errors in the results caused 
by grid discretisation are very small. Thus, as a trade-off between accuracy and efficiency, the grid 
density 𝑆𝑆2 is selected for calculation. 
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For CG considered close to 1 and having confidence, the 
correction error δ*

G and the correction uncertainty UGC
 are 

estimated as follows:

Correction error 𝛿𝛿𝐺𝐺∗  0.778 1.613 2.375 0.0295 0.0008 
Correction error 𝛿𝛿𝐺𝐺∗  (%𝑆𝑆𝐶𝐶) 1.83% 4.24% 2.94% 2.16% 0.20% 

Correction uncertainty 𝑈𝑈𝐺𝐺𝐶𝐶  2.089 1.917 3.667 0.038 0.0001 
Correction uncertainty 

𝑈𝑈𝐺𝐺𝐶𝐶(%𝑆𝑆𝐶𝐶) 4.90% 5.04% 4.54% 2.80% 0.04% 

 
The differences in the results between the different grid schemes are defined as follows: 
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 𝑅𝑅𝐺𝐺 = 𝜀𝜀21

𝜀𝜀32 （2） 
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where 𝑆𝑆𝐺𝐺 is the result of numerical simulation under the finest grid 𝑆𝑆1. 
Table 5 shows the results of the grid uncertainty analysis. 𝛿𝛿𝐺𝐺∗  and 𝑈𝑈𝐺𝐺𝐶𝐶 are relatively small, so 

the level of verification is relatively small, <6%. This indicates that the errors in the results caused 
by grid discretisation are very small. Thus, as a trade-off between accuracy and efficiency, the grid 
density 𝑆𝑆2 is selected for calculation. 
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 𝑅𝑅𝐺𝐺 = 𝜀𝜀21

𝜀𝜀32 （2） 
According to [27], three convergence conditions are possible: 
(1) Monotonic convergence: 0 < 𝑅𝑅𝐺𝐺 < 1; 
(2) Oscillatory convergence: 𝑅𝑅𝐺𝐺 < 0; 
(3) Divergence: 𝑅𝑅𝐺𝐺 > 1. 
The results of the convergence ratio 𝑅𝑅𝐺𝐺  shown in Table 5 are less than 1, so the grid convergence 

is monotonic. 
For monotonous convergence, the Generalized Richardson extrapolation is used to estimate the 

grid error 𝛿𝛿𝑅𝑅𝐸𝐸𝐺𝐺∗ . 
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[2|1 − 𝐶𝐶𝐺𝐺| + 1]|𝛿𝛿𝑅𝑅𝐸𝐸𝐺𝐺∗ |
  |1 − 𝐶𝐶𝐺𝐺| < 0.125 
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For 𝐶𝐶𝐺𝐺 considered close to 1 and having confidence, the correction error 𝛿𝛿𝐺𝐺∗  and the correction 
uncertainty 𝑈𝑈𝐺𝐺𝐶𝐶 are estimated as follows: 
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where 𝑆𝑆𝐺𝐺 is the result of numerical simulation under the finest grid 𝑆𝑆1. 
Table 5 shows the results of the grid uncertainty analysis. 𝛿𝛿𝐺𝐺∗  and 𝑈𝑈𝐺𝐺𝐶𝐶 are relatively small, so 

the level of verification is relatively small, <6%. This indicates that the errors in the results caused 
by grid discretisation are very small. Thus, as a trade-off between accuracy and efficiency, the grid 
density 𝑆𝑆2 is selected for calculation. 
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where SG is the result of numerical simulation under the 
finest grid S1.

Table 5 shows the results of the grid uncertainty analysis. 
δ*

G  and UGC
 are relatively small, so the level of verification is 

relatively small, < 6%. This indicates that the errors in the 
results caused by grid discretisation are very small. Thus, as 
a trade-off between accuracy and efficiency, the grid density  
S2 is selected for calculation.

Mesh generation
The overset mesh method is applied to the computational 

mesh. Mesh encryption is performed on the free liquid surface 
and the area around the hull, respectively, and boundary layer 
meshes are set around the hull, where 6 boundary layers are 
created with a growth rate of 1.1. The specific computational 
meshes are shown in Fig. 3. The y+ distribution obtained 
for the speed of 20.58 m/s from the full-scale simulation 
is shown in Fig. 4, where the value for y+ around the hull is 
about 100‒1500.

(a) quadramaran (b) catamaran

Fig. 3. Computational mesh
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(a) quadramaran (b) catamaran

Fig. 4. The distribution of y+ for the speed of 20.58 m/s

Validation of the numerical method
Considering the absence of publicly available ship model 

test results, a V-shaped high-speed boat from the M1 ship 
type proposed by Parviz Ghadimi [26] is selected to carry out 
a comparative study to assess the accuracy of the numerical 
methods. Table 6 lists the principal dimensions of hull M1 
while Fig. 5 illustrates the geometry of the model.

The results are compared with experimental and CFD 
data for the total resistance, dynamic trim angle and rise-up, 
as given in Figs. 6‒8. It is seen that the numerical results of 
the total resistance and dynamic trim angle agree well with 
the experimental results. The maximum deviation of the total 
resistance is 10.9% at 7 m/s, and the maximum deviation 
of the dynamic trim angle is 18.76% at 7 m/s. Although the 

overall deviation of the rise-up is large, the general trend is 
consistent with the experimental value. It can be seen that 
the CFD numerical calculation method used in this paper is 
suitable and has reliable calculation accuracy.
Tab. 6 The principal dimensions of hull 

Parameters Value

Length overall LOA (m) 2.64

Maximum beam B (m) 0.551

Displacement Δ (kg) 86

Longitudinal distance of gravity centre LCG (m) 0.791

Vertical distance of gravity centre VCG (m) 0.185

Speed V (m/s) 1‒7

Fig. 5. The geometry of the model 
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Fig. 6. Comparison of total resistance

Fig. 7. Comparison of dynamic trim angle

Fig. 8. Comparison of rise-up

CALCULATION RESULTS AND ANALYSIS

For high-speed ships, resistance can be divided into two 
parts: frictional resistance and residual resistance [29]. The 
calculation formula of the total resistance is expressed as 
follows.

Parameters Value 
Length overall 𝐿𝐿𝑂𝑂𝑂𝑂 (m) 2.64 
Maximum beam 𝐵𝐵 (m) 0.551 
Displacement ∆ (kg) 86 

Longitudinal distance of gravity centre 𝐿𝐿𝐶𝐶𝐶𝐶 (m) 0.791 
Vertical distance of gravity centre 𝑉𝑉𝐶𝐶𝐶𝐶 (m) 0.185 

Speed 𝑉𝑉 (m/s) 1‒7 
 

 

 

 
Fig. 5. The geometry of the model 𝑀𝑀1 
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CALCULATION RESULTS AND ANALYSIS 

 
For high-speed ships, resistance can be divided into two parts: frictional resistance and residual 

resistance [29]. The calculation formula of the total resistance is expressed as follows. 
 𝑅𝑅𝑡𝑡 = 𝐶𝐶𝑡𝑡

1
2 𝜌𝜌𝜌𝜌𝑉𝑉

2 （10） 
where 𝐶𝐶𝑡𝑡  is the total resistance coefficient, 𝐶𝐶𝑡𝑡 = 𝐶𝐶𝑓𝑓 + 𝐶𝐶𝑟𝑟 + ∆𝐶𝐶𝐹𝐹 ; 𝐶𝐶𝑓𝑓  is the frictional resistance 
coefficient; 𝐶𝐶𝑟𝑟  is the residual resistance coefficient; ∆𝐶𝐶𝐹𝐹  is the correction coefficient, which is 
0.0004; 𝜌𝜌 is the density of seawater, 𝑘𝑘𝑘𝑘 𝑚𝑚3⁄ ; 𝜌𝜌 is the wet surface area of the hull, 𝑚𝑚2; 𝑉𝑉 is the 
hull speed, 𝑚𝑚 𝑠𝑠⁄ . 

The frictional resistance coefficient 𝐶𝐶𝑓𝑓 is obtained based on the equivalent plank assumption, 
which was determined by the International Towing Tank Conference (ITTC) [30], that is: 

 𝐶𝐶𝑓𝑓 = 0.075
(lg𝑅𝑅𝑅𝑅−2)2 （11）

 where 𝑅𝑅𝑅𝑅 is the Reynolds number. 

(10)

where Ct is the total resistance coefficient, Ct = Cf + Cr+ ΔCF; 
Cf is the frictional resistance coefficient; Cr is the residual 
resistance coefficient; ΔCF is the correction coefficient, which 
is 0.0004; ρ is the density of seawater, kg/m3; S is the wet 
surface area of the hull, m2; V is the hull speed, m/s⁄. 

The frictional resistance coefficient CF is obtained based 
on the equivalent plank assumption, which was determined 
by the International Towing Tank Conference (ITTC) [30], 
that is:

Parameters Value 
Length overall 𝐿𝐿𝑂𝑂𝑂𝑂 (m) 2.64 
Maximum beam 𝐵𝐵 (m) 0.551 
Displacement ∆ (kg) 86 

Longitudinal distance of gravity centre 𝐿𝐿𝐶𝐶𝐶𝐶 (m) 0.791 
Vertical distance of gravity centre 𝑉𝑉𝐶𝐶𝐶𝐶 (m) 0.185 

Speed 𝑉𝑉 (m/s) 1‒7 
 

 

 

 
Fig. 5. The geometry of the model 𝑀𝑀1 

 

   
Fig. 6. Comparison of total resistance Fig. 7. Comparison of dynamic trim angle Fig. 8. Comparison of rise-up 

 
CALCULATION RESULTS AND ANALYSIS 

 
For high-speed ships, resistance can be divided into two parts: frictional resistance and residual 

resistance [29]. The calculation formula of the total resistance is expressed as follows. 
 𝑅𝑅𝑡𝑡 = 𝐶𝐶𝑡𝑡

1
2 𝜌𝜌𝜌𝜌𝑉𝑉

2 （10） 
where 𝐶𝐶𝑡𝑡  is the total resistance coefficient, 𝐶𝐶𝑡𝑡 = 𝐶𝐶𝑓𝑓 + 𝐶𝐶𝑟𝑟 + ∆𝐶𝐶𝐹𝐹 ; 𝐶𝐶𝑓𝑓  is the frictional resistance 
coefficient; 𝐶𝐶𝑟𝑟  is the residual resistance coefficient; ∆𝐶𝐶𝐹𝐹  is the correction coefficient, which is 
0.0004; 𝜌𝜌 is the density of seawater, 𝑘𝑘𝑘𝑘 𝑚𝑚3⁄ ; 𝜌𝜌 is the wet surface area of the hull, 𝑚𝑚2; 𝑉𝑉 is the 
hull speed, 𝑚𝑚 𝑠𝑠⁄ . 

The frictional resistance coefficient 𝐶𝐶𝑓𝑓 is obtained based on the equivalent plank assumption, 
which was determined by the International Towing Tank Conference (ITTC) [30], that is: 

 𝐶𝐶𝑓𝑓 = 0.075
(lg𝑅𝑅𝑅𝑅−2)2 （11）

 where 𝑅𝑅𝑅𝑅 is the Reynolds number. 
(11)

where Re is the Reynolds number.

For high-speed ships, although the viscous pressure 
resistance accounts for a small proportion of the residual 
resistance, most of the residual resistance is composed of 
the wave-making resistance, so the characteristics of the 
wave-making resistance can be reflected by the residual 
resistance [31]. 

According to [32], when the length Froude number Fr < 0.4, 
the buoyancy force dominates relative to the hydrodynamic 
force effect, and vessels in this Froude number range are 
called displacement vessels; vessels with a length Froude 
number in the range of 0.4 − 0.5 < Fr < 1.0 −1.2 are called semi-
planing vessels, which means that high-speed submerged 
hull-supported vessels denote vessels in which the buoyancy 
force is not dominant; vessels with a length Froude number 
in the range of  Fr > 1.0 − 1.2 are called planing vessels, 
which means that the hydrodynamic force mainly carries 
the weight. However, there is no clear line of demarcation 
between planing and nonplaning conditions just by referring 
to the length Froude number, as individual circumstances 
alter cases.

In this paper, the calculation results were analysed by using 
non-dimensional parameters. The speed is represented by 
the length Froude number Fr, which is defined as  
and the resistance is represented by the resistance to weight 
ratio, which is defined as R ⁄Δ, where V is the hull speed, m/s  
L is the waterline length, m; g is the acceleration of gravity, 
with a value of 9.8 m⁄s2; R is the resistance value, N; and Δ is 
the hull weight, kg.

ANALYSIS OF RESISTANCE CHARACTERISTICS 
OF INTEGRATED HULL

Figs. 9‒13 show the comparison curves of the characteristics 
of the rise-up ζ, dynamic trim angle θ, frictional resistance 
Rf ⁄Δ , residual resistance Rr ⁄Δ and total resistance Rt ⁄Δ of 
the quadramaran and catamaran as a function of the length 
Froude number Fr, respectively.

From the curves of the quadramaran, it can be seen that at 
low speed (Fr < 0.53), the motion turns from the displacement 
regime into the semi-planing regime, the dynamic trim angle 
increases with the increase of , the bow rises and the stern 
descends, so the rise-up is negative. The frictional resistance, 
residual resistance, and total resistance increase constantly. 
Because the hydrodynamic force is not enough to support the 
hull in this regime, the dynamic trim angle keeps increasing 
and the hull keeps descending until reaching the Froude 
number of 0.53, when the curve of the rise-up shows its hump, 
and the hull begins to rise. The dynamic trim angle, the 
residual resistance, and the total resistance have a significant 
hump at the Froude number of 0.6. Above the hump speed, 
due to the hydrodynamic force effect, the dynamic trim 
angle, the residual resistance, and the total resistance begin 
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to decrease until reaching the Froude number of 1.06, when 
the motion enters the planing regime, the dynamic trim 
angle becomes relatively steady, and the rise-up continues 
to increase gradually due to the hydrodynamic force effect. 
So the residual resistance keeps decreasing, while, because of 
the rapid growth of frictional resistance, the total resistance 
curve becomes remarkably flat and shows no upward trend. 

Fig. 9 shows the comparison between the rise-up curves 
of the quadramaran and catamaran, where it can be seen 
that the two hulls have roughly the same change trend. 
Both hulls first descend and then rise, and both have a large 
hump at the Froude number of 0.53. However, because the 
quadramaran makes the flow separate from the middle 
and generates multiple planing surfaces leading to the 
hydrodynamic force being multiplied and greater, the rise-up 
value of the quadramaran is significantly higher than that 
of the catamaran. 

Fig. 10 presents the comparison between the dynamic 
trim angle curves of the quadramaran and catamaran. It can 
be seen that both hulls also have roughly the same change 
trend. The dynamic trim angle of the two hulls first increases 
and then decreases; the quadramaran shows the hump at 
the Froude number of 0.6, while the catamaran shows the 
hump at the Froude number of 0.53. Because the bow and 
stern demihulls of the quadramaran generate multiple 
planing surfaces, causing the hydrodynamic force to be 
decentralised rather than concentrated like the catamaran, 
the angle amplitude of the catamaran is greater than that of 
the quadramaran, which is the opposite of the curve of the 
rise-up due to the special ship type.

Fig. 11 illustrates that the frictional resistance curves 
of both hulls have similar change trends on account of the 
similar main scales of the hulls.

Fig. 12 shows the comparison between the residual 
resistance curves of the quadramaran and catamaran. At low 

speed (Fr < 0.53), the residual resistance of both hulls increases 
constantly with the growth of Fr. The catamaran shows the 
hump at the Froude number of 0.53, while the quadramaran 
shows the hump at the Froude number of 0.6. The complexity 
of the wave interference among the four demihulls leads to the 
quadramaran having a significant hump, the value of which is 
about 1.7 times that of the catamaran. Above the hump speed, 
the residual resistance of both hulls reduces until reaching 
the Froude number of 1.06. The adverse wave interference 
makes the residual resistance of the catamaran increase again, 
while the residual resistance of the quadramaran continues to 
decrease due to the increase of the rise-up and the occurrence 
of favourable wave interference.

Fig. 13 shows the comparison between the total resistance 
curves of the quadramaran and catamaran. At low speed 
(Fr < 0.53), the two hulls turn from the displacement regime 
into the semi-planing regime, and the total resistance of 
both hulls increases constantly with the growth of Fr. The 
catamaran shows the hump at the Froude number of 0.53, 
while the quadramaran shows the hump at the Froude 
number of 0.6. The complexity of the wave interference 
among the four demihulls leads to the quadramaran having 
a significant hump, the value of which is about 1.6 times that 
of the catamaran. Above the hump speed, the total resistance 
of the catamaran still increases gently, while the quadramaran 
begins to decrease, until reaching the Froude number of 1.06, 
when the two hulls enter the planing regime, and the total 
resistance of the catamaran increases steeply, while for the 
quadramaran it becomes flat. Above the Froude number of 
1.06, the quadramaran starts to have less total resistance 
than the catamaran, with a maximum resistance reduction 
of 40% at the Froude number of 1.66. This indicates that the 
quadramaran has a remarkable resistance advantage above 
the Froude number of 1.06 (at a service speed above 30 kn).

Fig. 9. Comparison of curves of rise-up Fig. 10. Comparison of curves of dynamic trim angle 
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Fig. 11. Comparison of curves of frictional resistance Fig. 12. Comparison of curves of residual resistance

Fig. 13. Comparison of curves of total resistance

ANALYSIS OF RESISTANCE CHARACTERISTICS OF 
DEMIHULLS

The resistance of the demihulls is monitored independently 
by decomposing from the quadramaran hull. Figs. 14‒19 
show the resistance calculation results of the bow and stern 
demihulls of the quadramaran, in which the lower corner 
labels b and s represent the bow and stern, respectively.

Figs. 14 and15 present the frictional resistance curves of 
the bow and stern demihulls. It can be seen that the trends of 
frictional resistance of the bow and stern demihulls change 
similarly, as both increase constantly with the increase of the 
Froude number, which reflects that the frictional resistance is 
directly proportional to the square of speed. The leaner hull 
form, leading to a smaller wetted surface, makes the bow 
demihulls have lower values of frictional resistance.

Figs. 16 and 17 show the residual resistance curves of the 
bow and stern demihulls. At low speed (V < 7.72 m/s), the 
residual resistance of both demihulls rises gradually with the 
growth of the Froude number. The bow demihulls show the 
hump at the Froude number of 0.74, while the stern demihulls 

show the hump at the Froude number of 0.85. The reason is 
that the stern demihulls are located in the flow field of the bow 
demihulls, so the complexity of the wave interference makes 
the stern have a significant hump, the value of which is about 
2 times that of the bow demihulls. Above the hump speed, 
as the hull rises, the residual resistance of both demihulls 
decreases with the increase of the Froude number.

Figs. 18 and 19 illustrate the total resistance curves of the 
bow and stern demihulls. At low speed (V < 7.72 m/s), the 
total resistance of both demihulls rises gradually with the 
growth of the Froude number. The bow demihulls show the 
hump at the Froude number of 0.74, while the stern demihulls 
show the hump at the Froude number of 0.85. The complexity 
of the wave interference makes the stern have a significant 
hump, the value of which is about 1.8 times that of the bow 
demihulls. Above the hump speed, the total resistance of the 
bow demihulls keeps increasing, while the total resistance 
of the stern demihulls begins to decrease until reaching the 
Froude number of 1.51, at which the hull enters planing mode 
and the curve becomes flat.



POLISH MARITIME RESEARCH, No 2/2023 21

Fig. 14. Frictional resistance curve of bow demihulls Fig. 15. Frictional resistance curve of stern demihulls

Fig. 16. Residual resistance curve of bow demihulls Fig. 17. Residual resistance curve of stern demihulls

Fig. 18. Total resistance curve of bow demihulls Fig. 19. Total resistance curve of stern demihulls

ANALYSIS OF WAVE-MAKING CHARACTERISTICS

Figs. 20 and 21 compare the contour and side view of 
the wave-making characteristics of the quadramaran and 
catamaran at different Froude numbers. It can be seen that, at 
low speed (Fr < 0.53), the two hulls turn from the displacement 
regime into the semi-planing regime. Both hulls descend 
and the dynamic trim angle increases. Transverse waves 
and divergent waves occur and reinforce each other, which 
makes the flow fields among the demihulls quite disorderly 
and adverse wave interference occurs. The flow in the stern 
region does not separate cleanly off the transom and therefore 
produces a large stern wake due to the sudden change in 
flow direction. Besides, the flows over the demihulls affect 
one another, which makes the flow asymmetric, so adverse 
viscous interference occurs. Having two more demihulls and 
a narrower separation than the catamaran results in complex 
flow fields, such that the quadramaran has worse wave and 
viscous interference and a higher wake, so that the total 

resistance of the quadramaran has a significant hump. Above 
the hump speed, as the hull rises and the dynamic trim angle 
decreases, the wave and viscous interference both improve, 
the flow fields gradually become orderly, the tail wake of the 
main hull extends backwards, the wake height decreases, and 
the flow under the transom is sufficient for separation. This 
results in cavitation being generated, which is equivalent to 
increasing the hull length and reducing the resistance, and 
the hydrodynamic force gradually dominates relative to the 
buoyancy force. As the hull of the quadramaran is separated 
in the middle by the bow and stern demihulls, the effect of 
the hydrodynamic force is greater than on the catamaran, 
so the total resistance of the quadramaran decreases in this 
regime, while for the catamaran it increases gently. Above the 
Froude number of 1.06, both hulls enter the planing regime. 
The wave pattern created behind the hulls is lengthened and 
narrower, and the length of cavitation becomes longer with 
the growth of the Froude number. The cavitation formed by 
the quadramaran is longer than that of the catamaran, and 
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the hydrodynamic force makes the quadramaran rise more, so 
the resistance curve is remarkably flat, while the wave-making 
at the bow of the catamaran rises, increasing its wave-making 
resistance, so the resistance curve is steep. In general, the 

quadramaran has worse wave-making characteristics at low 
speed but better characteristics at high speed compared to 
the catamaran. 

Fr = 0.35

Fr = 0.53

Fr = 0.6

Fr = 0.71
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Fr = 0.88

Fr = 1.06

Fr = 1.23

Fr = 1.41
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Fr = 1.59

Fr = 1.66

(a) quadramaran (b) catamaran

Fig. 20. Wave contour comparison of two hulls at different Fr

Fr = 0.35

Fr = 0.53

Fr = 0.6
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Fr = 0.71

Fr = 0.88

Fr = 1.06

Fr = 1.23

Fr = 1.41

Fr = 1.59

Fr = 1.66

Fig. 21. Wave side view comparison of two hulls at different Fr
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CONCLUSIONS

In this paper, a novel high-speed quadramaran is proposed, 
its resistance in calm water is calculated based on the CFD 
method, and the resistance characteristics are analysed. The 
following conclusions are obtained:

a) Due to the complex wave interference among the 
demihulls, the total resistance of the high-speed quadramaran 
has a significant hump at the Froude number of 0.6, the 
value of which is about 1.6 times that of the high-speed 
catamaran, for which the hump occurs at the Froude number 
of 0.53. Above the hump speed, the total resistance of the 
quadramaran does not increase but decreases, and the change 
trend of the total resistance tends to be flat when Fr = >1.06, 
which is different from that of the catamaran, where the total 
resistance curve was steep. The total resistance is significantly 
less than that of the catamaran, with a maximum reduction 
of 40% at the Froude number of 1.66, which indicates that 
the quadramaran has an obvious resistance advantage above 
the Froude number of 1.06 (at a service speed above 30 kn), 
and its high-speed performance is outstanding.

b) The frictional resistance curves of the quadramaran 
and catamaran have a similar change trend on account of the 
similar main scales of the two hulls. The residual resistance 
of the quadramaran first increases and then decreases with 
the increase of the Froude number. At low speed (Fr = < 0.53), 
the intricate wave interference of the quadramaran makes the 
hump value of residual resistance about 1.7 times that of the 
catamaran. However, at high speed (Fr = > 1.06), the residual 
resistance of the quadramaran is much less than that of the 
catamaran. This is mainly because, with the increase of the 
Froude number, the rise-up increases, the length of cavitation 
at the stern region is longer, and the wave interference is more 
favourable, which greatly reduces the wave-making resistance 
of the quadramaran.

c) The change trends of the frictional resistance on the 
bow and stern demihulls of the quadramaran are similar 
Both of them increase gradually as the Froude number rises, 
but the bow demihulls have lower values due to the smaller 
wetted surface. The change trends of the residual resistance 
on the bow and stern demihulls are also similar. Both of 
them increase first and then decrease with the growth of 
the Froude number, but the hump value of the stern is about 
2 times that of the bow demihulls due to the intricate wave 
interference. The total resistance characteristics of the bow 
and stern demihulls are different. The total resistance of the 
bow demihulls increases gradually with the increase of the 
Froude number and has a small hump at the Froude number of 
0.74. The total resistance of the stern demihulls first increases 
and then decreases with the increase of the Froude number 
and has a significant hump at the Froude number of 0.85 due 
to the complexity of the wave interference. Above the hump 
speed, as the hull rises and the wave interference changes 
from adverse to favourable, the total resistance of the stern 
demihulls decreases until reaching the Froude number of 
1.51, when it tends to be flat.
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AbstrAct

The article presents an efficient method of optimal thrust allocation over the actuators in a dynamically positioned 
ship, according to the DNV-ST-0111 standard, Level 1. The optimisation task is approximated to a convex problem 
with linear constraints and mathematically formulated as quadratic programming. The case study is being used to 
illustrate the use of the proposed approach in assessing the DP capability of a rescue ship. The quadratic programming-
based approach applied for dynamic positioning capability assessment allows for fast calculations to qualitatively 
compare different ship designs. In comparison with the DNV tool, it gives 100% successful validation for a ship with 
azimuth thrusters and a pessimistic solution for a ship equipped with propellers with rudders. Therefore, it can be 
safely applied at an early design stage.

Keywords: optimal thrust allocation, dynamic positioning, quadratic programming

INTRODUCTION

Dynamic positioning (DP) is one of the ship’s operational 
states in which its relative or absolute position and heading 
are automatically maintained at desired set points. This goal is 
achieved by using only the ship’s own, active thrusters without 
any mooring lines or other equipment. For safety reasons, 
the DP propulsion system configuration is maintained over-
actuated. In turn, the DP control system (DPCS) applied 
solves continuously the stabilising control task by utilising 
advanced, closed-loop, model-based algorithms with the aim 
of achieving high disturbance rejection capabilities to cope 
with the vast influence of the environmental conditions at sea.

A DP capability defines a ship’s station-keeping ability 
under given environmental conditions. The assessment of 

a vessel’s ability to keep its position is critical for planning 
and executing safe and reliable DP operations. A leading 
classification society, Det Norske Veritas (DNV), has 
developed a standard for DP station-keeping capability 
assessments, provided in DNV-ST-0111 [1]. The standard 
identifies DP capability as numbers corresponding to the 
Beaufort scale and capability plots (in polar form). The main 
drawback of [1] is that it does not formulate explicitly the 
calculation procedures for DP assessment. Three different 
DP capability levels are defined, each requiring a specific 
assessment method. Level 1, considered in this paper, is 
specified for mono-hull ships. The calculation method at 
this level shall be based on a static balance of environmental 
and the vessel’s actuator forces, assuming the same specified 
environmental data for all vessels. The static balance shall 
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determine the thrust distribution among thrusters (both 
magnitude and direction), called thrust allocation (TA). 
In some specific cases, it comes down to a simple solution 
of a 3-DOF problem with three unknown parameters, as 
implemented in [2] and [3]. However, in most cases, this task 
has no unique solution since the DP-capable ships are usually 
over-actuated. Considering thrust vector components as more 
than the equilibrium equations, the DP capability assessment 
task evolves to an optimal TA problem.

A general overview of marine control systems and an 
optimal TA problem are given in [4], [5]. Considering the 
task formulation and the approach to finding its solution, two 
categories of methods are identified based on the available 
literature. The first consists of gradient-based optimisation 
techniques. Here, the quadratic programming (QP) or 
Lagrangian multipliers-based methods are typically used 
[6]. Both assume that the objective function and constraints 
are smooth, and guarantee reaching a global minimum in 
a finite time. In turn, the second group of methods consists 
of the so-called non-gradient (derivative-free) methods. This 
group is represented by the meta-heuristic algorithms [7]. 
These include, e.g., particle swarm optimisation [8], genetic 
or evolutionary algorithms [9], [10], [11], [12], [13], [14], and 
direct-search algorithms [15]. A multi-objective optimisation-
based approach to the TA problem is typically considered 
with application of  the NSGAII algorithm [16], [17], In the 
latter group of algorithms, if certain requirements are met, the 
algorithms tends to converge to a global optimum. However, 
the convergence is relatively slow and there is no guarantee 
of reaching the solution in a finite time. In addition, different 
non-optimal TA strategies are also presented. These include 
deterministic and pseudo-inverse-based matrix methods [18], 
[19]. The model-based predictive control allocation [20] and 
adaptive control allocation [21], [22] are quite complex and, 
though time-consuming, allow one to take into account the 
actuator dynamics and uncertainties in the calculations. The 
subject of optimal thrust allocation using QP approximation 
is covered in [6], [23], [24], [25], [26], [27]. Related to this 
work, the convex optimisation approach is discussed in [8].

In this paper, the authors consider the TA problem as an 
optimisation task set up using the QP framework. The objective 
is to optimise the ship’s propulsion power consumption 
during DP operations. The presented optimal TA method is 
inspired by [6]. The QP formulation is achieved by applying 
approximation techniques to reformulate the originally 
non-linear problem. With that goal, the azimuth thrusters, 
tunnel thruster and propeller with rudder constraints, as 
well as the objective function, are adopted accordingly. 
The proposed approach meets DNV standards and is easily 
adapted for the purposes of the DP capability assessment of 
mono-shaped ships. In this manner, the proposed solution 
fills the gap of the lack of calculation method details in [1]. 
The advantage of applying the QP-based approach is the 
guarantee of reaching the optimal solution in a finite time 
‒ if the solution exists. This feature is considered important 
for practical reasons, e.g., fast prototyping during the initial 
stage of a project. The structure of the underlying algorithm 

and the computational complexity of the calculations to 
be performed are also encouraging for considering the 
development of (online) designers’ support tools. Moreover, 
the effect of thruster failure can also be analysed by using 
the DP capability plot. The presented methodology allows 
for a complete (all kinds of thrusters, including a propeller 
with the rudder) and fast in-house DP capability assessment 
for ship concept design. In this study, a rescue ship is used 
with different thruster configurations as an example. The 
DP capability results were compared with the existing tools 
offered by DNV. 

The remaining section of this research work is organised 
in the following manner. In the Problem Formulation section, 
the DP capability assessment problem is formulated. The 
Methodology section provides information on the applied 
method used to propose a solution to the formulated problem. 
The results obtained with comparison to available external 
tools are discussed in the Results section, followed by the 
final Conclusions.

PROBLEM FORMULATION

A DP capability analysis enables one to determine the 
maximum environmental impact of the forces and moment 
that the DP system can counteract, or to design a DP actuation 
system that is able to withstand the prescribed disturbances. 
Therefore, the aim is to balance the environmental conditions 
by the thrust forces and moments provided by the propulsion 
system, which, by considering planar movement, yields:

meta-heuristic algorithms [7]. These include, e.g., particle swarm optimisation [8], genetic or 
evolutionary algorithms [9], [10], [11], [12], [13], [14], and direct-search algorithms [15]. A multi-
objective optimisation-based approach to the TA problem is typically considered with application 
of  the NSGAII algorithm [16], [17], In the latter group of algorithms, if certain requirements are 
met, the algorithms tends to converge to a global optimum. However, the convergence is relatively 
slow and there is no guarantee of reaching the solution in a finite time. In addition, different non-
optimal TA strategies are also presented. These include deterministic and pseudo-inverse-based 
matrix methods [18], [19]. The model-based predictive control allocation [20] and adaptive control 
allocation [21], [22] are quite complex and, though time-consuming, allow one to take into account 
the actuator dynamics and uncertainties in the calculations. The subject of optimal thrust allocation 
using QP approximation is covered in [6], [23], [24], [25], [26], [27]. Related to this work, the 
convex optimisation approach is discussed in [8]. 

In this paper, the authors consider the TA problem as an optimisation task set up using the 
QP framework. The objective is to optimise the ship’s propulsion power consumption during DP 
operations. The presented optimal TA method is inspired by [6]. The QP formulation is achieved by 
applying approximation techniques to reformulate the originally non-linear problem. With that goal, 
the azimuth thrusters, tunnel thruster and propeller with rudder constraints, as well as the objective 
function, are adopted accordingly. The proposed approach meets DNV standards and is easily 
adapted for the purposes of the DP capability assessment of mono-shaped ships. In this manner, the 
proposed solution fills the gap of the lack of calculation method details in [1]. The advantage of 
applying the QP-based approach is the guarantee of reaching the optimal solution in a finite time ‒ 
if the solution exists. This feature is considered important for practical reasons, e.g., fast prototyping 
during the initial stage of a project. The structure of the underlying algorithm and the computational 
complexity of the calculations to be performed are also encouraging for considering the development 
of (online) designers’ support tools. Moreover, the effect of thruster failure can also be analysed by 
using the DP capability plot. The presented methodology allows for a complete (all kinds of 
thrusters, including a propeller with the rudder) and fast in-house DP capability assessment for ship 
concept design. In this study, a rescue ship is used with different thruster configurations as an 
example. The DP capability results were compared with the existing tools offered by DNV.  

The remaining section of this research work is organised in the following manner. In the 
Problem Formulation section, the DP capability assessment problem is formulated. The 
Methodology section provides information on the applied method used to propose a solution to the 
formulated problem. The results obtained with comparison to available external tools are discussed 
in the Results section, followed by the final Conclusions. 

PROBLEM FORMULATION 

 A DP capability analysis enables one to determine the maximum environmental impact of 
the forces and moment that the DP system can counteract, or to design a DP actuation system that 
is able to withstand the prescribed disturbances. Therefore, the aim is to balance the environmental 
conditions by the thrust forces and moments provided by the propulsion system, which, by 
considering planar movement, yields: 

∑ 𝑇𝑇x 𝑖𝑖 
𝑁𝑁
𝑖𝑖=1 = 𝐹𝐹env x , 

(1) ∑ 𝑇𝑇y 𝑖𝑖 
𝑁𝑁
𝑖𝑖=1 = 𝐹𝐹env y , 

∑ (−𝑇𝑇x 𝑖𝑖 ∙ 𝑦𝑦𝑖𝑖 + 𝑇𝑇y 𝑖𝑖 ∙ 𝑥𝑥𝑖𝑖)𝑁𝑁
𝑖𝑖=1 = 𝑀𝑀env z , 

(1)

where Fenv x, Fenv y and Fenv z denote the x and y direction net 
force components [N] and z direction moment [Nm] resulting 
from the environmental influences (wind, wave and current), 
also considered as disturbance inputs; Tx i and Ty i indicate 
the x and y direction force components generated by the ith 
thruster [N], considered as control inputs; xi and yi define the 
position of the nth thruster in the ship-centred coordinate 
frame [1]; and N denotes the total number of thrusters.

Since the DPCS belongs to the class of over-actuated 
systems, Eq. (1) has no unique solution in terms of thruster-
generated forces Tx i and Ty i, "i. Therefore, instead of solving 
Eq. (1), the thrust is to be allocated while optimising the 
total power consumption (Ptotal), considering the balance 
equation as equality constraints. With that goal, a constrained 
QP formulation is applied. For the mentioned purpose, the 
following set of assumptions is considered.

Assumption 1. The DP capability is achieved at the given 
operational conditions whenever Eq. (1) holds.

Assumption 2. The environmental forces in Eq. (1) are 
assumed to be scenario-driven, depending on the DP capability 
table [1].
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Assumption 3. The relation between power and thrust can 
be expressed as a quadratic function with satisfactory accuracy.

Assumption 4. The thrust constraints imposed by the 
physical limits of the propulsion configuration and type can 
be approximated by a set of convex polygons.

Assumptions 1 and 2 are a consequence of physical laws 
and do not introduce artificial limitations to the problem. 
From [4], it is found that the physical relationship between 
the produced thrust T and consumed power P can be given 
by the non-linear relation P = T3/2, but it can be effectively 
approximated by a function of at most second degree 
(Assumption 3). Notably, different thruster types will have 
different thrust region shapes. In the general case, the 
constraints on the thrust form non-convex regions. By virtue 
of Assumptions 3 and 4, the problem is reduced to a convex 
one. However, this simplification can lead to a loss of precision 
in the power assessment.

METHODOLOGY

In the following subsection, the QP approach to thrust 
allocation is defined, including the propeller with rudder 
and thrust loss of the spoiled zone of the azimuth thruster.

DECISION VARIABLES

Considering the problem (1), a vector of decision variables 
is defined in the following lines.

where 𝐹𝐹env x, 𝐹𝐹env y and 𝑀𝑀env z denote the x and y direction net force components [N] and z direction 
moment [Nm] resulting from the environmental influences (wind, wave and current), also 
considered as disturbance inputs; 𝑇𝑇x 𝑖𝑖  and 𝑇𝑇y 𝑖𝑖 indicate the x and y direction force components 
generated by the 𝑖𝑖th thruster [N], considered as control inputs; 𝑥𝑥𝑖𝑖 and 𝑦𝑦𝑖𝑖 define the position of the 
𝑖𝑖th thruster in the ship-centred coordinate frame [1]; and 𝑁𝑁 denotes the total number of thrusters. 

Since the DPCS belongs to the class of over-actuated systems, Eq. (1) has no unique solution 
in terms of thruster-generated forces 𝑇𝑇x 𝑖𝑖 and 𝑇𝑇y 𝑖𝑖, ∀𝑖𝑖. Therefore, instead of solving Eq. (1), the thrust 
is to be allocated while optimising the total power consumption (𝑃𝑃total), considering the balance 
equation as equality constraints. With that goal, a constrained QP formulation is applied. For the 
mentioned purpose, the following set of assumptions is considered. 

Assumption 1. The DP capability is achieved at the given operational conditions whenever Eq. (1) 
holds. 

Assumption 2. The environmental forces in Eq. (1) are assumed to be scenario-driven, depending 
on the DP capability table [1]. 

Assumption 3. The relation between power and thrust can be expressed as a quadratic function with 
satisfactory accuracy. 

Assumption 4. The thrust constraints imposed by the physical limits of the propulsion configuration 
and type can be approximated by a set of convex polygons. 

Assumptions 1 and 2 are a consequence of physical laws and do not introduce artificial 
limitations to the problem. From [4], it is found that the physical relationship between the produced 
thrust T and consumed power P can be given by the non-linear relation 𝑃𝑃 = 𝑇𝑇3/2, but it can be 
effectively approximated by a function of at most second degree (Assumption 3). Notably, different 
thruster types will have different thrust region shapes. In the general case, the constraints on the 
thrust form non-convex regions. By virtue of Assumptions 3 and 4, the problem is reduced to a 
convex one. However, this simplification can lead to a loss of precision in the power assessment. 

METHODOLOGY 

 In the following subsection, the QP approach to thrust allocation is defined, including the 
propeller with rudder and thrust loss of the spoiled zone of the azimuth thruster. 

DECISION VARIABLES 

 Considering the problem (1), a vector of decision variables is defined in the following lines. 

𝒖𝒖 ≝ [𝑇𝑇x 1, 𝑇𝑇y 1, 𝑇𝑇x 2, 𝑇𝑇y 2, … , 𝑇𝑇x N, 𝑇𝑇y N]𝑇𝑇
. (2) 

 The value of 𝒖𝒖 is not arbitrary but is subject to constraints resulting from the propulsion type 
and respective location in the considered coordinate frame. 

  

CONSTRAINTS 

(2)

The value of u is not arbitrary but is subject to constraints 
resulting from the propulsion type and respective location 
in the considered coordinate frame.

CONSTRAINTS

A direct approach to constraint formulation based on 
DNV-ST-0111 leads to non-linear expressions. Invoking 
Assumption 4, by utilising linearisation mechanisms, allows 
one to modify the constraints to linear form, as shown in the 
following lines.

Azimuth thruster
The azimuth thruster constraints arise from operational 

restrictions. First, flushing another operating thruster is 
forbidden (Fig. 1a). Second, directing the thruster to the skeg 
or another non-working (dead) thruster (Fig. 1a) causes a loss 
of thrust. The first case introduces the so-called forbidden 
zones, where the thruster capacity is assumed to be equal 
to zero (Fig. 1b). The second one introduces spoiled zones, 
where the capacity of the thruster is reduced to a fraction of 
its maximum value (Fig. 1b).

Flushing another working thruster in the DP causes a drop 
in the efficiency of both the thruster that is doing the flushing 
and the one being flushed. The former is associated with 
the interaction of the propeller (thruster) jet with the other 
thruster (obstacle). The water jet hits the obstacle, disturbing 
the wake behind. The obstacle could also be a skeg or another 
non-working thruster. The latter is due to the drastically 
changed inflow to the flushed thruster and its propeller. The 
accelerated flow causes a drop in the propeller thrust as the 
angle of the inflow to the propeller blades increases, which in 
turn causes a change in the operational point of the propeller 
on the propeller characteristics curves. This phenomenon 
is complex to take into account as clearly defined losses. 
Therefore, the forbidden zone is applied to completely avoid 
the interaction. 

An example of handling constraints for the azimuth 
thruster is shown in Fig. 1b. The approach is to divide the 
thrust constraint region into a set of convex safe zones 
(labelled  and then into linearly approximated polygons. 
From these considerations, the zone boundary and saturation 
inequalities arise.

Zones Boundary Inequality Constraint. Following 
Assumption 4, the boundary conditions are formulated as 
linear inequalities [6]:

 A direct approach to constraint formulation based on DNV-ST-0111 leads to non-linear 
expressions. Invoking Assumption 4, by utilising linearisation mechanisms, allows one to modify 
the constraints to linear form, as shown in the following lines. 
 

Azimuth thruster 

 The azimuth thruster constraints arise from operational restrictions. First, flushing another 
operating thruster is forbidden (Fig. 1a). Second, directing the thruster to the skeg or another non-
working (dead) thruster (Fig. 1a) causes a loss of thrust. The first case introduces the so-called 
forbidden zones, where the thruster capacity is assumed to be equal to zero (Fig. 1b). The second 
one introduces spoiled zones, where the capacity of the thruster is reduced to a fraction of its 
maximum value (Fig. 1b). 
 Flushing another working thruster in the DP causes a drop in the efficiency of both the 
thruster that is doing the flushing and the one being flushed. The former is associated with the 
interaction of the propeller (thruster) jet with the other thruster (obstacle). The water jet hits the 
obstacle, disturbing the wake behind. The obstacle could also be a skeg or another non-working 
thruster. The latter is due to the drastically changed inflow to the flushed thruster and its propeller. 
The accelerated flow causes a drop in the propeller thrust as the angle of the inflow to the propeller 
blades increases, which in turn causes a change in the operational point of the propeller on the 
propeller characteristics curves. This phenomenon is complex to take into account as clearly defined 
losses. Therefore, the forbidden zone is applied to completely avoid the interaction.  

An example of handling constraints for the azimuth thruster is shown in Fig. 1b. The 
approach is to divide the thrust constraint region into a set of convex safe zones (labelled 1, 2, 3, 4) 
and then into linearly approximated polygons. From these considerations, the zone boundary and 
saturation inequalities arise. 

Zones Boundary Inequality Constraint. Following Assumption 4, the boundary conditions are 
formulated as linear inequalities [6]: 

𝑇𝑇x 𝑖𝑖 sin 𝛽𝛽start 𝑧𝑧𝑖𝑖 − 𝑇𝑇y 𝑖𝑖 cos 𝛽𝛽start 𝑧𝑧𝑖𝑖 ≤ 0 , 
−𝑇𝑇x 𝑖𝑖 sin 𝛽𝛽end 𝑧𝑧𝑖𝑖 + 𝑇𝑇y 𝑖𝑖 cos 𝛽𝛽end 𝑧𝑧𝑖𝑖 ≤ 0 , (3) 

where 𝛽𝛽start 𝑧𝑧𝑖𝑖 , 𝛽𝛽end 𝑧𝑧𝑖𝑖 denote the angles at which the 𝑧𝑧th zone of the 𝑖𝑖th thruster starts and ends, 
respectively. 

 

 
(a) Thruster flushing skeg and another working thruster (b) 𝑖𝑖th thruster capacity (background) and convex safe zones 

Fig. 1. Forbidden, spoiled zones and safe zones of azimuth thruster 

(3)

where βstart zi
 ,βend zi

 denote the angles at which the zth zone 
of the ith thruster starts and ends, respectively

(a) Thruster flushing skeg and another 
working thruster

(b) th thruster capacity (background) 
and convex safe zones

Fig. 1. Forbidden, spoiled zones and safe zones of azimuth thruster

Saturation Inequality Constraints. Two mechanisms of 
polygon description are provided, depending on the zone 
shape. First is for the circle-shaped zone (e.g., Fig.  1b, 
zones 3, 4) [6]:

Saturation Inequality Constraints. Two mechanisms of polygon description are provided, depending 
on the zone shape. First is for the circle-shaped zone (e.g., Fig. 1b, zones 3, 4) [6]: 

𝑇𝑇x 𝑖𝑖 cos(𝜑𝜑𝑗𝑗)𝑖𝑖 + 𝑇𝑇y 𝑖𝑖 sin(𝜑𝜑𝑗𝑗)𝑖𝑖 ≤ 𝑟𝑟 𝑖𝑖 , (4) 

where 𝑟𝑟𝑖𝑖 is the maximum effective thrust of the 𝑖𝑖th thruster and 𝜑𝜑𝑗𝑗 refers to the 𝑗𝑗th middle angle of 
the polygon. An illustration of the resulting polygon is provided in Fig. 2a. Second is for the spoiled 
zones (e.g., Fig. 1b, zones 1, 2) [6]: 

𝑇𝑇x 𝑖𝑖(𝑦𝑦𝑘𝑘+1 − 𝑦𝑦𝑘𝑘) + 𝑇𝑇y 𝑖𝑖 (𝑥𝑥𝑘𝑘+1 − 𝑥𝑥𝑘𝑘) ≤ 𝑥𝑥𝑘𝑘𝑦𝑦𝑘𝑘+1 − 𝑥𝑥𝑘𝑘+1𝑦𝑦𝑘𝑘 , (5) 

where 𝑥𝑥𝑘𝑘 , 𝑦𝑦𝑘𝑘 are the coordinates of the first point, while 𝑥𝑥𝑘𝑘+1, 𝑦𝑦𝑘𝑘+1 are the coordinates of the 
subsequent point. An illustration is provided in Fig. 2b. 
Taking 𝑚𝑚𝑧𝑧𝑖𝑖 as the total number of polygons within the 𝑧𝑧th zone of the 𝑖𝑖th thruster to describe a single 
zone, a system of 𝑚𝑚𝑧𝑧𝑖𝑖 linear inequalities is needed. In practice, the number of polygons into which 
the zone is divided determines the accuracy of the method and shall be chosen individually for each 
case [6]. 

  
(a) Saturation – circle-shaped zone (b) Saturation - spoiled zone 

Fig. 2. Inequality constraints - azimuth thruster 

Propeller with rudder 
  
 In the presented approach, the rudder angle is not a decision variable as it cannot be 
approximated to a quadratic relation to power. Instead, a thrust region of the propeller representing 
all possible rudder angles is introduced, and the thrust‒power quadratic relation can be maintained. 
Considering the boundaries of the maximum angle of the rudder on both sides, a convex thrust region 
can be defined by application of the methodology given in Eq. (3) and Eq. (5). Two convex thrust 
regions of the propeller with rudder are depicted in Fig. 3 with the linearisation mechanism applied. 
Region I is the reverse mode of the propeller and region II is the forward mode, accounting for 
rudder angle settings from -30 to 30. After the optimisation, the rudder angle can be found by 
application of the approximately linear relation between the thrust angle and rudder angle. Another 
constraint needs to be defined for the reverse mode of the propeller, as described below. This creates 
two separate convex zones of the propeller with the rudder and these are to be taken into the 
optimisation process separately.  

−𝑇𝑇max 𝑖𝑖 ≤ 𝑇𝑇x 𝑖𝑖 ≤ 0 ∩ 𝑇𝑇y 𝑖𝑖 = 0  , (6) 
 

 

(4)

where ri is the maximum effective thrust of the ith thruster 
and φj refers to the ith middle angle of the polygon. An 
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illustration of the resulting polygon is provided in Fig. 2a. 
Second is for the spoiled zones (e.g., Fig. 1b, zones 1,2) [6]:

Saturation Inequality Constraints. Two mechanisms of polygon description are provided, depending 
on the zone shape. First is for the circle-shaped zone (e.g., Fig. 1b, zones 3, 4) [6]: 

𝑇𝑇x 𝑖𝑖 cos(𝜑𝜑𝑗𝑗)𝑖𝑖 + 𝑇𝑇y 𝑖𝑖 sin(𝜑𝜑𝑗𝑗)𝑖𝑖 ≤ 𝑟𝑟 𝑖𝑖 , (4) 

where 𝑟𝑟𝑖𝑖 is the maximum effective thrust of the 𝑖𝑖th thruster and 𝜑𝜑𝑗𝑗 refers to the 𝑗𝑗th middle angle of 
the polygon. An illustration of the resulting polygon is provided in Fig. 2a. Second is for the spoiled 
zones (e.g., Fig. 1b, zones 1, 2) [6]: 

𝑇𝑇x 𝑖𝑖(𝑦𝑦𝑘𝑘+1 − 𝑦𝑦𝑘𝑘) + 𝑇𝑇y 𝑖𝑖 (𝑥𝑥𝑘𝑘+1 − 𝑥𝑥𝑘𝑘) ≤ 𝑥𝑥𝑘𝑘𝑦𝑦𝑘𝑘+1 − 𝑥𝑥𝑘𝑘+1𝑦𝑦𝑘𝑘 , (5) 

where 𝑥𝑥𝑘𝑘 , 𝑦𝑦𝑘𝑘 are the coordinates of the first point, while 𝑥𝑥𝑘𝑘+1, 𝑦𝑦𝑘𝑘+1 are the coordinates of the 
subsequent point. An illustration is provided in Fig. 2b. 
Taking 𝑚𝑚𝑧𝑧𝑖𝑖 as the total number of polygons within the 𝑧𝑧th zone of the 𝑖𝑖th thruster to describe a single 
zone, a system of 𝑚𝑚𝑧𝑧𝑖𝑖 linear inequalities is needed. In practice, the number of polygons into which 
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approximated to a quadratic relation to power. Instead, a thrust region of the propeller representing 
all possible rudder angles is introduced, and the thrust‒power quadratic relation can be maintained. 
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OPTIMISATION TASK DECOMPOSITION

Due to the nature of the constraints, e.g., free variables, the 
problem of thrust allocation is decomposed into several sub-
problems to be solved independently using a QP approach. The 
best amongst all the solutions found is selected by comparison. 
Considering all possible combinations of the thruster’s convex 
zones and rudder angle cases, the number of optimisation 
tasks is given by L = 

the thruster’s convex zones and rudder angle cases, the number of optimisation tasks is given by 𝐿𝐿 =
∏ 𝑍𝑍𝑖𝑖

𝑁𝑁
𝑖𝑖=1 , where 𝑍𝑍𝑖𝑖 represents the total number of zones of the 𝑖𝑖th thruster. In the case of the azimuth 

thruster, the possible interactions impose decomposition of the optimisation task into 𝑍𝑍𝑖𝑖 convex sub-
problems as in Eq. (3). Subsequently, in the case of the propeller with the rudder, 𝑍𝑍𝑖𝑖 denotes the 
total number of sub-problems, which is two (forward and reverse mode). The QP-based thrust 
allocation task for the 𝑙𝑙th sub-problem yields: 

       
QP𝑙𝑙:      𝒖𝒖𝑙𝑙: = arg min 

𝒖𝒖
𝑃𝑃total(𝒖𝒖)

𝑠𝑠. 𝑡𝑡.     𝑨𝑨𝑙𝑙𝒖𝒖 = 𝒃𝒃
            𝑮𝑮𝑙𝑙𝒖𝒖 ≤ 𝒉𝒉𝑙𝑙

 , (8) 

where 𝑨𝑨𝑙𝑙 and 𝑮𝑮𝑙𝑙 are the equality and inequality constraints matrices; 𝒃𝒃 denotes a vector 
encompassing forces and moments; 𝒉𝒉𝑙𝑙 represents the thrust saturation and limiting operation angle. 
The internal structure of the vectors and matrices results directly from Eq. (3) – (6). 
The best thrust allocation (𝒖𝒖∗) is found by comparison between the  𝐿𝐿 results as stated below: 

𝒖𝒖∗ ≔ arg min 
𝒖𝒖𝑙𝑙

{𝑃𝑃total(𝒖𝒖𝑙𝑙)}

𝑠𝑠. 𝑡𝑡.   𝒖𝒖𝑙𝑙 ← QP𝑙𝑙  ∧ 𝑙𝑙 ∈ 1, 𝐿𝐿̅̅̅̅̅
        

, (9) 

where 𝑃𝑃total(𝒖𝒖𝑙𝑙) is the total power related to the solution of Eq. (8). 

 

DP CAPABILITY ASSESSMENT 

 Finally, the ship’s DP capability is assessed in the following manner. The problem 
Eq. (8) – (9) is solved for discrete values of angle (from 0° to 360°) and increasing levels of the 
impact of environmental forces. The exact number of combinations varies from ship to ship, to cover 
the whole considered domain of interest. Consequently, a population of results is obtained for each 
environmental angle considered. In each case, the result is obtained by applying the minimum 
operator. The DP capability results are typically presented in graphic form, as a polar plot, where 
each circle in the plot represents a DP number corresponding to a specific weather condition [1]. 
 

PROGRAM FLOWCHART 

 The DP Capability plot program has been coded using Python 3.8 programming language 
extended with the qpsolvers library, delivering the quadprog solver used to handle the optimisation 
problem of Eq. (9) [28]. The flowchart illustrating the program data flow is presented in Fig. 4.  
Fig. 4a presents the main part of the program routine, while the sub-process directly invoking the 
optimisation task (Eq. (8)) is illustrated in Fig. 4b. The logic of the program is as follows. First, the 
program reads the user-generated inputs, namely the basic hull and thruster data (Fig. 4a). In the 
same step, the propeller coefficients /or azimuth thruster’s losses are calculated based on the DNV 
standard, while the loop of environmental angles (γ) and DP numbers (kDP  ∈ 1, nDP) is initiated. 
Second, the environmental force calculation combines the basic hull data and environmental (wind, 
current and wave) coefficients. The maximum ventilation losses and maximum effective thrust for 
each thruster are calculated. Third, the DP Capability Assessment sub-process is called. Within the 
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where Ptotal(ul) is the total power related to the solution of 
Eq. (8).
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Finally, the ship’s DP capability is assessed in the following 
manner. The problem Eq. (8) – (9) is solved for discrete values 
of angle (from 0° to 360°) and increasing levels of the impact 

of environmental forces. The exact number of combinations 
varies from ship to ship, to cover the whole considered domain 
of interest. Consequently, a population of results is obtained 
for each environmental angle considered. In each case, the 
result is obtained by applying the minimum operator. The 
DP capability results are typically presented in graphic form, 
as a polar plot, where each circle in the plot represents a DP 
number corresponding to a specific weather condition [1].
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∏ 𝑍𝑍𝑖𝑖

𝑁𝑁
𝑖𝑖=1 , where 𝑍𝑍𝑖𝑖 represents the total number of zones of the 𝑖𝑖th thruster. In the case of the azimuth 

thruster, the possible interactions impose decomposition of the optimisation task into 𝑍𝑍𝑖𝑖 convex sub-
problems as in Eq. (3). Subsequently, in the case of the propeller with the rudder, 𝑍𝑍𝑖𝑖 denotes the 
total number of sub-problems, which is two (forward and reverse mode). The QP-based thrust 
allocation task for the 𝑙𝑙th sub-problem yields: 

       
QP𝑙𝑙:      𝒖𝒖𝑙𝑙: = arg min 

𝒖𝒖
𝑃𝑃total(𝒖𝒖)

𝑠𝑠. 𝑡𝑡.     𝑨𝑨𝑙𝑙𝒖𝒖 = 𝒃𝒃
            𝑮𝑮𝑙𝑙𝒖𝒖 ≤ 𝒉𝒉𝑙𝑙

 , (8) 

where 𝑨𝑨𝑙𝑙 and 𝑮𝑮𝑙𝑙 are the equality and inequality constraints matrices; 𝒃𝒃 denotes a vector 
encompassing forces and moments; 𝒉𝒉𝑙𝑙 represents the thrust saturation and limiting operation angle. 
The internal structure of the vectors and matrices results directly from Eq. (3) – (6). 
The best thrust allocation (𝒖𝒖∗) is found by comparison between the  𝐿𝐿 results as stated below: 

𝒖𝒖∗ ≔ arg min 
𝒖𝒖𝑙𝑙

{𝑃𝑃total(𝒖𝒖𝑙𝑙)}

𝑠𝑠. 𝑡𝑡.   𝒖𝒖𝑙𝑙 ← QP𝑙𝑙  ∧ 𝑙𝑙 ∈ 1, 𝐿𝐿̅̅̅̅̅
        

, (9) 

where 𝑃𝑃total(𝒖𝒖𝑙𝑙) is the total power related to the solution of Eq. (8). 

 

DP CAPABILITY ASSESSMENT 

 Finally, the ship’s DP capability is assessed in the following manner. The problem 
Eq. (8) – (9) is solved for discrete values of angle (from 0° to 360°) and increasing levels of the 
impact of environmental forces. The exact number of combinations varies from ship to ship, to cover 
the whole considered domain of interest. Consequently, a population of results is obtained for each 
environmental angle considered. In each case, the result is obtained by applying the minimum 
operator. The DP capability results are typically presented in graphic form, as a polar plot, where 
each circle in the plot represents a DP number corresponding to a specific weather condition [1]. 
 

PROGRAM FLOWCHART 

 The DP Capability plot program has been coded using Python 3.8 programming language 
extended with the qpsolvers library, delivering the quadprog solver used to handle the optimisation 
problem of Eq. (9) [28]. The flowchart illustrating the program data flow is presented in Fig. 4.  
Fig. 4a presents the main part of the program routine, while the sub-process directly invoking the 
optimisation task (Eq. (8)) is illustrated in Fig. 4b. The logic of the program is as follows. First, the 
program reads the user-generated inputs, namely the basic hull and thruster data (Fig. 4a). In the 
same step, the propeller coefficients /or azimuth thruster’s losses are calculated based on the DNV 
standard, while the loop of environmental angles (γ) and DP numbers (kDP  ∈ 1, nDP) is initiated. 
Second, the environmental force calculation combines the basic hull data and environmental (wind, 
current and wave) coefficients. The maximum ventilation losses and maximum effective thrust for 
each thruster are calculated. Third, the DP Capability Assessment sub-process is called. Within the 

 
is initiated. 

Second, the environmental force calculation combines the 
basic hull data and environmental (wind, current and wave) 
coefficients. The maximum ventilation losses and maximum 
effective thrust for each thruster are calculated. Third, the DP 
Capability Assessment sub-process is called. Within the sub-
process (Fig. 4b), all the combinations of linear matrices Gl,hl, 
Al, b and Wl, for l = 1 : L are calculated. These define all (L) 
possible combinations of the convex sets comprising the 
constraints. The process loops through these combinations, 
solving each time the problem defined by Eq. (8). The DP 
Capability Assessment sub-process ends by finding vector 
u*, which corresponds to the minimal power consumption as 
defined by Eq. (9). At this point, the control flow is returned 
to the main routine and the program continues until the 
environmental angle and DP number conditions are satisfied. 
Fourth and last, the solution – DP Capability plot data – is 
saved and plots are generated. In the case of a loss of one of 
the thrusters, one must simply consider the only remaining 
thruster, noting that, in the case of the azimuth thruster, 
a spoiled zone due to flushing a dead thruster needs to be 
considered, as given in Eq. (5).
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(a) DP Main routine (b) DP Capability Assessment sub-process

Fig. 4. Flowchart of DP capability plot program

RESULTS

To illustrate the proposed approach, a case study was 
used to evaluate the DP capability of a rescue ship with an 
overall length of 96 m. The required data for the experiment 
regarding the ship’s geometry are included in Tab. 1. The ship 
under analysis is equipped with five propellers (see Table 2). 
These include two azimuth thrusters at the stern, one azimuth 
thruster with a nozzle at the bow, and two tunnel thrusters at 
the bow. The discussed distribution of the propulsion system 
components is illustrated in Fig. 5a. 
Tab. 1. General ship data1

Symbol Value Unit Description1

Lpp 86.6 m Length between perpendiculars

B 18.8 m Maximum breadth at waterline

T 5.0 m Summer load line draft

1 Full definition of variables with the coordinate system is available in 
DNV standard [1].

Symbol Value Unit Description1

Los 95.85 m Longitudinal distance between the 
foremost and aftmost point under 
water

Xos -0.13 m Longitudinal position of Los/2

Bowangle 27.4 ° Half bow angle of entrance

AF, wind 392.0 m2 Frontal projected wind area

AL, wind 1203.0 m2 Longitudinal projected wind area

XL, wind 6.014 m Longitudinal position of the area 
centre of AL, wind

AL, current 441.0 m2 Longitudinal projected submerged 
current area

XL, current 4.717 m Longitudinal position of the area 
centre of AL, current

xskeg -37.8 m x position of the skeg aft edge

yskeg 0 m y position of the skeg aft edge
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Tab. 2. Thrusters main data

Description Unit Thruster 1 Thruster 2 Thruster 3 Thruster 4 Thruster 5

Thruster type – Azimuth thruster 
without nozzle / Shaft 

line with open FPP 
propeller

Azimuth thruster 
without nozzle / Shaft 

line with open FPP 
propeller

Azimuth thruster 
with nozzle

Tunnel thruster Tunnel thruster

Rudder type – Not applicable / 
NACA

Not applicable / 
NACA Not applicable Not applicable Not applicable

x m -41.076 -41.076 34.12 37.12 40.72

y m 4.690 -4.690 0 0 0

x m 1.540 1.540 -1.100 2.000 2.000

Propeller diameter, D m 3.100 3.100 1.650 1.740 1.740

Engine brake power, Pbrake Kw 1325 1325 880 900 900

Rudder surface Ar m2 Not applicable / 6.000 Not applicable / 6.000 Not applicable Not applicable Not applicable

The results analysed in this section include three cases. 
A comparative layout of the three cases is shown in Fig. 5. 
The first case (no. 1) includes all five thrusters presented 
in Table 3 with the layout depicted in Fig. 5a. In Fig. 6 and 
Fig. 7, the results of the DP capability evaluation for this 
case are presented. The second case (no. 2) considers the 
layout depicted in Fig. 5b and includes only the azimuthal 
thrusters in the analysis. The third case (no. 3), with the 
layout depicted in Fig. 5c, considers the azimuth, tunnel and 
rudder propellers as the main thrusters. In order to compare 
the results obtained by the presented method with those 
obtained from the free online application provided by DNV, 
the bow thruster was excluded from the analysis (in cases no. 
2 and 3). This is due to the fact that the version of the DNV 
application provided allows analysis of ships with only up to 
four propellers. In addition, the efficiency of the propulsion 
system with azimuthal thrusters was compared with the 
system where the propulsion system consists of thrusters 
with rudders. The results of the DP capability assessment for 
the second and third cases are compared in Fig. 8 with the 
DNV online application. 

OPTIMAL THRUST ALLOCATION

The direct result of the calculation is the thrust allocation 
(thrust components in the  and  direction for all thrusters). 
An example of optimal thrust allocation for two distinct 
angles, namely 10° and 90°, calculated under environmental 
conditions set to DP number 6 [1], is presented in Fig. 6 for 
case no. 1 and the TA results are listed in Table 3. 

This section reports the results of the DP capability 
assessment obtained based on the approach described in 
the Methodology section. A tool developed using the Python 
programming language has been used for this purpose. It 
is important to note that the tool is in line with the DNV 
standard [1] Level 1, in which a so-called DP number is 
assigned to specific environmental conditions (wind, waves 
and currents).  To improve legibility, firstly, an elementary 
example for two arbitrary angles is presented in the Optimal 
thrust allocation sub-section. Secondly, the evaluation of DP 
capabilities is discussed. Thirdly, the results obtained are 
compared with those obtained using the DNV on-line tool2.

(a) Main thrusters – 
5 azimuth thrusters

(b) Main thrusters – 
4 azimuth thrusters

(c) Main thrusters – 
propeller with rudder 

– 4 thrusters

Fig. 5. Thrusters layout for analysed vessel

2  The free version of the application is limited to analysis of a maximum 
four thrusters and does not share detailed results, just the DP capability plot.
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(a) Environmental angle 10° (b) Environmental angle 90°

Fig. 6. Optimal thrust allocation

Tab. 3. Results of optimal thrust allocation as effective thrust vector values 

Effective thrust [kN]

Thruster 1 2 3 4 5

Force component Tx,1 Ty,1 Tx,2 Ty,2 Tx,3 Ty,3 Tx,4 Ty,4 Tx,5 Ty,5

Case 10 ° 28 -9.5 25.6 -9.5 23.7 -25.6 0 -15.9 0 -16.4

Case 90 ° -15.4 -108.6 37.4 -84.1 -14.8 -113 0 -68.2 0 -68.6

The location  of the thrusters is indicated with blue 
numbered dots. The red areas near the rear thrusters indicate 
the forbidden zones. The result of the thrust allocation is 
indicated by the turquoise arrows attached to the thrusters. 
For legibility of the result, the percentage of maximum thrust 
is displayed to clearly characterise the magnitude of the thrust 
vectors 

As a result of the analysis, one can clearly identify that the 
environmental impact from the 90° direction causes higher 
engagement of the thrusters. In both cases, it can be observed 
that the most utilised thruster is the bow azimuth thruster. At 
the 10° direction, the thrust utilisation is significantly reduced. 
This directly relates to the ship’s geometry, both under and 
above the water level, and the exerted environmental forces 
and moments that depend on it.

DP CAPABILITY ASSESSMENT

The DP capability plot is a result of a true/false solution 
of the QP solver. In the case of true, the solution is found, 
the thrust allocation is performed allowing for the power 
consumption to be determined, and the ship is capable of 
keeping its position. In the case of false, the ship cannot 
maintain its position. The solver loops through the 
environmental angles and conditions (in total up to 396 cases) 
to return the DP capability plot. 

Fig. 6 presents the results of the DP capability assessment 
(case no. 1), showcasing both the DP capability and the power 
envelope for a selected scenario (DP number 3).  Three DP 
operation modes have been investigated. First is “intact”, 
where all the thrusters are considered operational. Second 
is a single failure, where one of the thrusters failed, and 
two scenarios were explored, one considering the failure of 
thruster 2 and second of thruster 3 (location given in Fig. 5). 
Third is the worst-case scenario which, in this case, is loss of 
the switchboard. In both failure scenarios and the worst-case 
scenario, the DP capability is significantly reduced. The DP 
system is more effective at DP number 3 in the intact case 
than in other cases, especially the worst-case scenario, which 
is the most power-consuming.

The results from the developed tool were compared to 
those obtained using the on-line application by DNV (Fig. 7). 
It was found that, in the case of using azimuth thrusters 
as the main propulsion (case no. 2), the results obtained 
from both tools are the same (Fig. 7a). However, the results 
obtained considering propellers with the rudder as the main 
thruster (case no. 3) vary significantly (Fig. 7b). In general, the 
methodology presented in this work shows a more pessimistic 
outcome in comparison to the DNV web application. Further 
investigation of the discrepancies is required to gain a better 
understanding of the matter.



POLISH MARITIME RESEARCH, No 2/202336

(a) DP capability plot (b) Power consumption polar plot

Fig. 7. Comparison of selected cases

(a) 4 thrusters - two aft propulsors: azimuth thrusters (b) 4 thrusters - two aft propulsors: propellers with rudders

Fig. 8. Comparison of DP capability plots
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CONCLUSIONS

The recently increasing need for DP assessment tools, both 
fast rough calculations as well as time-domain simulations 
for the early stage of the design, was the motivation for the 
study. The quadratic programming method used in optimal 
thrust allocation provided relevant results when applied to 
DNV rules (DNV-ST-0111 standard). This was evident while 
concerned with handling the influences between the thrusters 
and the skeg. The guidelines and rules provided by the DNV 
classification society are very popular and are often applied 
in the ship design phase in typical design offices around the 
world. Thus, the presented method could be effectively used 
by designers for rough initial calculations without a need for 
investment in expensive software. 

The presented method is handy while making comparisons 
between different designs and especially when selecting the 
size and power of the thrusters at the early design stage. 
However, it should be treated only as the initial evaluation 
before contracting for making an offer. This is due to the 
lack of sufficient validation data for the TA evaluation. 
Moreover, the DNV guidelines are based on the empirical 
formulas and therefore the results should be treated as an 
approximation of the DP performance. The DP capability 
assessment of a ship equipped with propellers with rudders 
reveals some discrepancies when compared with the results 
obtained using DNV’s online application. Further research 
in this area, including validation with a broader group of 
ships of different types, is likely to yield a better insight into 
this problem.

It is important to mention that, due to the adopted 
methodology (thrust forces being the decision variables), 
it was not possible to apply the ventilation losses according 
to DNV-DT-0111 correctly. Among other factors, the losses 
depend on the propeller loading (thrust), but the thrust is the 
result of the optimisation, therefore it was not possible to take 
it into account when preparing the input to the QP solver. 
Losses are not dependent on thrust loading for sufficiently 
deep draughts or lower sea states. This varies from ship to 
ship. The maximum losses (for the maximum loading) are 
adopted instead, which can lead to an extremely pessimistic 
result in the case of a vessel with very low draught relative 
to the propeller’s vertical position. 

An important element of future research will be the 
evaluation of the accuracy of the method based on time-
domain simulation and model tests. Verification of the 
simulation is planned based on experiments on the dedicated 
test stand of the Maritime Advanced Research Centre, using 
the physical model of the ship, equipped with a DP system.
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AbstrAct

In marine vessel operations, fuel costs are major operating costs which affect the overall profitability of the maritime 
transport industry. The effective enhancement of using ship fuel will increase ship operation efficiency. Since ship fuel 
consumption depends on different factors, such as weather, cruising condition, cargo load, and engine condition, it 
is difficult to assess the fuel consumption pattern for various types of ships. Most traditional statistical methods do 
not consider these factors when predicting marine vessel fuel consumption. With technological development, different 
statistical models have been developed for estimating fuel consumption patterns based on ship data. Artificial Neural 
Networks (ANN) are some of the most effective artificial methods for modelling and validating marine vessel fuel 
consumption. The application of ANN in maritime transport improves the accuracy of the regression models developed 
for analysing interactive relationships between various factors. The present review sheds light on consolidating the 
works carried out in predicting ship fuel consumption using ANN, with an emphasis on topics such as ANN structure, 
application and prediction algorithms. Future research directions are also proposed and the present review can be a 
benchmark for mathematical modelling of ship fuel consumption using ANN.

Keywords: Artificial Neural Networks; Fuel management; Marine engine; Ship fuel consumption; Energy efficiencys

INTRODUCTION

In recent years, the maritime transport sector and maritime 
activities, such as container depots and port activities, have 
experienced a rise in greenhouse gas (GHG) emissions [1], 
[2]. This rise can be correlated with the increasing trend in 
shipping vessel fossil fuel consumption [3]–[5] and serious 
environmental pollution, including oil spillage [6]–[8]. 
Consequently, these significant increases in GHG emissions 
due to the use of fossil fuels are thought to further exacerbate 
the rise in global average temperature and potentially 
irreversible ecological impacts related to climate change [9], 

[10]. Given the fact that a major portion of global cargo is 
carried by ships, improving the overall energy efficiency of 
marine transport promises to yield positive results, in terms 
of GHG emissions relating to fuel consumption [11]–[13]. 
According to the 2019 data published by the International 
Maritime Organisation (IMO), emissions from maritime 
transportation accounts for 2.5% of global GHG emissions. 
The emissions of these various heat-trapping gases are known 
to be the main driver behind anthropogenic global warming 
and changes in global weather patterns, yielding potentially 
harmful effects on the Earth’s ecological systems and human 
society [14]–[16]. As the main international regulatory body of 
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maritime shipping activities, the IMO has developed the Ship 
Energy Efficiency Management Plan (SEEMP) and Energy 
Efficiency Design Index (EEDI) as two crucial measures 
aimed at lowering GHG emissions and curbing environmental 
pollution through the more efficient use of fuels in marine 
vessels [17]–[22]. 

Consequently, lower emissions of common air pollutants 
from ships, such as sulphur oxide (SOx) and nitrogen 
oxide (NOx), as well as major GHG were observed with the 
introduction of these regulations [23], [24]. Considering 
the direct relationship between fossil fuel consumption 
and GHG emissions, several studies have explored different 
strategies to deliver more efficient ship operations, such as 
hull cleaning and design [25]–[28], and the incorporation of 
renewable energy sources including wind energy [29]–[31], 
solar energy [32]–[35], wave energy [36], [37], and fuel cells 
[38], [39]. Ship energy management plans provide critical 
inputs for the continuous monitoring and analysis of marine 
vessel performance by taking the design and operational 
measures into account [40]–[42]. Data-driven performance 
monitoring provides an effective solution to holistic system 
management including real-time decision making, assessment 
and evaluation, and cost-effective resource management 
[43], [44]. Other factors driving the need for better energy 
efficiency management on marine vessels stem from 
economics, compliance, and stakeholder requirements [45], 
[46]. A ship’s energy consumption accounts for a significant 
portion of its operating costs [47]. It has been observed that 
up to two-thirds of shipping costs and one-quarter of total 
operating costs depend on fuel consumption [48], [49]. Hence, 
predicting fuel consumption and energy inputs provides a 
good measurement of energy efficiency management within 
marine transport [50], [51]. Besides these proposed strategies, 
estimation models have been proved effective in identifying 
the key variables that influence fuel consumption [52], [53]. 
The availability of estimation models not only provides the 
total system recognition, but also enhances the capability of 
monitoring operating conditions and forecasting potential 
malfunctions [54]–[56]. In general, the characteristics and 

application of prediction models for ship fuel consumption 
are illustrated in Fig. 1.

Since fuel costs account for the largest portion of ship 
operating costs [58], better fuel consumption also means 
higher energy efficiency and greater profitability for the 
marine vessel’s owner [59]. Therefore, accurately predicting 
the rate of fuel consumption is a challenging task because 
there are several external influencing factors. Access to 
the estimation model has yielded key advantages for fleet 
owners and companies when optimising fuel consumption 
and operational costs, by efficiently tracking and analysing 
the key parameters [60], [61]. Considering these facts, 
computer-assisted tools would be more appropriate for 
assisting decision-making [62]. There are several statistical 
techniques, algorithms, and artificial intelligence methods 
that are commonly used, and these include polynomial 
regression (PR), support vector machine (SVM), fuzzy logic, 
artificial neural network (ANN), and other algorithms [63]–
[65]. Among these, PR is the most popular method and it 
uses polynomial functions to approximate data points. One 
of the advantages of this method is its simplicity and a high 
degree of flexibility when applied to a general dataset. In 
the marine transport and shipping industry, PR is typically 
used to analyse the hull-propeller’s performance loss and 
reconstruct ship trajectories for automatic identification 
system data [64]. On the other hand, SVM has gained 
special interest among the machine learning tools used in 
classification and regression models. The main objective of 
SVM is to map input vectors to a higher dimensional space, 
in which an optimal discriminant hyperplane is constructed. 
The use of kernel functions is relevant in mapping input data. 
Within SVM, the ship detection images are divided into small 
blocks of pixels [66] that can be categorised, based on colour 
and texture. Using regression models, outliers can then be 
identified, polluted ship tracks can be regressed [67] and a 
ship’s motion can be predicted [63]. The strong preference 
for this technique over other learning methods stems from 
better generalisation that could alleviate overfitting problems.

Grounded in mathematical models, these tools make 

Fig.  1. Topology of models for predicting ship fuel consumption [57]
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the connection between the input variables, such as fuel 
consumption and estimated travel time to the destination, 
and the outputs, based on command and current operational 
conditions related to the ship propulsion thrust [68]. In 
analysing bibliographic references relating to the various 
techniques of displaying the commanded outputs, Rudzki 
et al. [69] revealed the inadequacy of the present models 
that formalise the required heuristic knowledge. According 
to the authors, the use of ANNs could be applied to attain 
such models with better predictive power, concerning 
the estimation of ship fuel consumption and travel time 
to the destination, for given commanded outputs and 
operational parameters. ANN is a better approach due to 
its better accuracy and capability when being applied in 
practice. In this scenario, the absence of the requirement 
of mathematical relations between the input and output 
data gives the ANN technique a key advantage [70]. As a 
subset of artificial intelligence, ANN enables systems to learn 
from previous experience and available historical data, and 
improve on current conditions [71]. Based on recorded system 
performance, system conditions could then be assessed and 
further improved upon [72]. First, a model algorithm is run 
(training mode) on a partial set of data before being fully 
examined (testing mode) with a full set of data. By combining 
advanced statistical methods, realistic estimation models can 
be formulated by applying the train-test process based on 
the ANN algorithms. Estimating a vessel’s fuel consumption 
with minimal error rates could be useful, while providing 
ship operators with important insights. For these reasons, 
ANN is an integral instrument in managing marine vessel 
operations and energy efficiency [73]. Therefore, the current 
work reviewed a data analysis framework based on ANN 
used to predict ship fuel consumption. In addition, the use of 
ANN to derive a regression model for ship fuel consumption, 
as well as the performance and accuracy of ANN, were also 
thoroughly analysed through various inputs and outputs of 
the ANN model.

ANN STRUCTURE

Machine learning (ML) is a subfield of artificial intelligence 
that uses algorithms and statistical models to allow computer 
systems to improve their performance on a given job by 
learning from data, without being explicitly programmed 
[74]. The objective of machine learning is to create algorithms 
that can recognise patterns in data and utilise those patterns 
to make predictions or conduct actions [75], [76]. ANNs are a 
type of machine learning algorithm inspired by the anatomy 
and functioning of the human brain. ANNs are made up of 
linked layers of nodes, or neurons, which process information 
and transmit it on to other neurons to be processed [78-79]. 
ANNs are utilised in a range of applications, including picture 
and speech recognition, natural language processing, and 
financial market prediction [79]–[83]. ANNs are a form of 
supervised learning algorithm that, with training, can learn 
to recognise patterns in data. During training, the ANN 

is given a set of inputs as well as the desired outputs [84]. 
To minimise the difference between the actual output and 
the required output, the ANN modifies the strength of the 
connections between its neurons. Once trained, the ANN can 
be used to make forecasts on previously unknown data [85].

ANNs have proven to be extremely effective in a wide 
range of machine learning tasks, particularly those involving 
enormous volumes of data. ANNs are highly versatile and 
can be used to solve a wide range of problems; they are a 
strong tool for solving a wide range of challenging issues in 
machine learning and artificial intelligence [86]–[88]. ANNs 
can, on the other hand, be difficult to train and demand a 
large amount of computer power, particularly for deep neural 
networks with many layers [89]. ANNs are constructed from 
a collection of small computational units, known as neurons, 
organised into layers. The neurons in one layer communicate 
with the neurons in the next layer, establishing a network 
which is capable of processing complicated information. Each 
neuron in an ANN gets input from neurons in the previous 
layer, analyses that information, and generates an output 
signal that is sent to neurons in the following layer [90]. Each 
neuron processes its inputs by computing a weighted sum, 
adding a bias term, and sending the result via a nonlinear 
activation function. ANNs can simulate complicated 
nonlinear interactions between inputs and outputs using 
this nonlinear activation function [91][92]. A neuron’s basic 
mathematical operation can be described as [80]:

                         (1)

Herein, y denotes the total of all inputs f is the activation 
function, w is the weight associated with each input x, b is 
the bias term, and Σ  denotes the total of all inputs.

During training, the weights and biases of an ANN are 
modified to minimise a cost function that assesses the 
difference between the network’s expected and intended 
outputs [93]. The weights and biases are commonly adjusted 
using a backpropagation method, which computes the gradient 
of the cost function with respect to the weights and biases 
and updates them in the direction of decreasing cost. ANNs 
have been shown to be extremely effective in applications 
involving vast amounts of data, such as deep learning [94]. 
In contrast to the simple linear regression method, which 
portrays the relationship between input and output variables 
with a single equation, fuzzy logic-based regression models 
rely on local functions and provide global approximations in 
a nonlinear relationship [95]. Consequently, local functions or 
membership functions are combined into a single expression. 
Besides this, fuzzy logic models have the capability to capture 
highly nonlinear and multidimensional interactions among 
the different factors. 

On the contrary, the application of ANN models offers 
key benefits, including a generalisation and extrapolation 
capability [96]. Furthermore, ANN models can be constructed 
without the prior knowledge of the type of function. These 
systems can be trained by a process called machine learning, 
through which the performance of simple tasks can be taught 
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and improved over time. There are several basic elements in 
ANNs, including processing elements (i.e. inputs, outputs, 
and weights) and activation (neuron/transfer) functions 
[98-99]. These components closely resemble the makeup 
of biological neurons which form the basis for the ANN 
[99]. After inputs are received from one end and processed/
summed, the outputs are generated on the other end of the 
artificial neuron. Within this process, the weight factor for 
each input is calculated according to the strength of the input 
signal [100]. The weighted sum of all inputs is processed via a 
nonlinear function, known as the activation linear function 
[101]. The activation function can take several forms, including 
sigmoid, nonlinear, piecewise linear, and step functions. 
These continuous and monotonically increasing functions are 
often differentiable and bounded. Based on these models, a 
computer-assisted decision support system can be constructed 
to select the ship driveline commanded output to deliver 
the optimal ship fuel consumption. Besides this, ship logs 
(which contain ship records such as managing events, ship 
operation and navigation information) are important sources 
of historical data which have been used in ANN models to 
estimate ship fuel consumption [102], [103]. 

In practice, the ship operators often rely on their 
knowledge, experience, and instinct when setting the 
appropriate values for the commanded outputs [104]. As stated 
earlier, it is impractical to choose one appropriate method 
that allows for the selection of commanded outputs, based 
on formalised heuristic knowledge. In certain situations, 
there is the potential that the chosen settings can be illogical 
and unsuitable [105]. To minimise the potential risk of such 
incidences, the availability of a decision support system (Fig.2) 
is highly desirable, in which the decision support system was 
constructed based on the following key parts:
•	 A data acquisition module containing several 

uncontrollable inputs and one output variable vector 
based on normalised ANN data;

•	 An identification module containing the input, based 
on the normalised ANN output values obtained from 
the prior module and one matrix-represented output 
capturing the internal data representation of the ANN 
used in the estimation of ship fuel consumption;

•	 An optimisation module containing two input and two 
output variables. The two-input data include: (i) the 
output from the preceding module in the form of ANN 
matrix data, and (ii) the vector value of the weight factors 

of the two-objective optimisation model. The two outputs 
correspond with the optimal commanded outputs. 

The available literature on ship fuel use estimation 
considers three commonly used models: white-box models 
(WBMs), black-box models (BBMs), and grey-box models 
(GBMs) [106], [107]. Based on prior knowledge of the system, 
a WBM relies on the physical understanding of a system, as 
well as its identifiable or known structure and parameters 
in the decision making [70,109]. On the contrary, the use 
of BBM occurs in the absence of a priori knowledge of the 
system when making output decisions based on a few key 
input data [107]. Researchers have found higher accuracy 
in well-trained BBMs, compared to WBMs. Nevertheless, 
the training of BBMs often necessitates the collection and 
input of large amounts of high-quality data [109]. BBMs also 
fail to provide interpretability and extrapolating capability 
compared to WBMs [110]. As reported, BBM (which includes 
Back Propagation Neural Network, Multilayer Perceptron 
Network, Long Short-term Memory, Convolutional Neural 
Network, and Deep Neural Network) performs well in terms 
of ship fuel consumption prediction [96,112]. GBM is a hybrid 
model constructed on the basis of the system’s underlying 
physical processes, while some parameters can be estimated 
using input data [70,109]. GBMs leverage the key advantages of 
the prior two modelling techniques [109]. Referencing several 
studies, Table 1 provides comparisons between WBMs, BBMs 
and GBMs, highlighting the advantages of GBMs over the 
other two methods. 

Even though the technique offers several important 
advantages, GBMs have not been very well studied in the 
estimation of ship fuel consumption. One of the reasons for 
the lack of research on GBMs in this context could be that 
the system is modelled as a piecewise function; whereas, the 
ship’s sailing motion provides the variables in determining 
the outcomes [122]. Hence, external environmental factors, 
such as changing wind direction and wave motion, strongly 
affect the vessel’s resistance. Traditional GBM used in 
the estimation of ship fuel consumption is based on a set 
of four sub-functions, accounting for each of the weather 
directions [123]. Besides the common parameters, there are 
also individual parameters for each of the sub-functions. 
Considering this fact, the use of derivative-based techniques, 
such as the Gauss–Newton algorithm and the Levenberg–
Marquardt algorithm, is insufficient for providing estimations 
of all common parameters together. To overcome this 
obstacle, researchers have come up with sequential parameter 
estimation procedures at the cost of global optimality [124]. 

Meng et al. [125] constructed a SPEP, in which the common 
parameters of the piecewise function were first estimated and 
then used as fixed variables in other sub-functions (i.e. bow 
sea, beam sea and following sea). Nevertheless, this approach 
has not been fully taken advantage of in the collected data. 
As shown in Fig. 3, only 25% of the data were utilised in 
the estimation of the common parameters in the sequential 
parameter estimation procedures. Furthermore, the lack 
of optimality in the estimation of the common parameters 
will affect the level of accuracy, when estimating the other 
parameters included in the remaining sub-functions. Fig.  2. Structure of decision support system block [105] 
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Hence, the use of GBMs in the current context of ship fuel 
consumption estimation is restricted, based on its quality and 
accuracy [126]. In an attempt to mitigate the shortcomings 
related to GBMs, a new genetic algorithm-based grey-box 
model (GA-based GBM) is presented as a possible method for 
estimating ship fuel consumption [109]. The present GA-based 
GBM approach differs from conventional GBMs, in that 100% 
of the collected data are used in the estimation of the common 
parameters, as shown in Fig. 3. The new approach also allows 
for the concurrent estimation of all common parameters of 
the GBM that further enhance the accuracy and reliability 
of the GBM. Studies by Coraddu et al. [106] and Aldous et 
al. [127] supported these conclusions. Nevertheless, due 
to the inclusion of piecewise structures in GBMs subject 
to the segregated weather directions, it is more difficult to 
estimate the parameters of GBMs. SPEP has been able to 
resolve this problem at the expense of the global optimality 
that inevitably affects the accuracy of GBMs in estimating 
ship fuel consumption.

Fig.  3.  Data utilisation of GBM based on existing SPEP (Left) and the 
proposed GA (Right) [109]

Previous studies have been successful in using heuristic 
and metaheuristic algorithms in solving highly complex 
problems [129,130]. These methods are potential solutions 
for the aforementioned problem while taking into account 
their flexibility. Among the available literature, applications 
of heuristic and metaheuristic methods in estimating 
parameters are found in complex (piecewise, nonlinear, etc.) 
models among various fields. Some examples include the 
study of evolutionary strategies of biochemical pathways 
[130], applications of particle swarm optimisation in chemical 
engineering [131], grasshopper optimization algorithm in 
engine area [132], [133], simulated annealing algorithms 
used in the Muskingum routing model [134], and a flower 
pollination algorithm for solar PV application [135]. Despite 
the prevalence of heuristic and metaheuristic algorithms in 
different fields, their use as the main tool in estimating the 
parameters in ship fuel consumption prediction models has 
remained relatively limited. They offer a new perspective in 
the current knowledge gap by proposing a GA-based GBM 

to be used in the estimation of parameters in the 
fuel ship consumption model. Compared to existing 
SPEP-based GBMs, these improved GA-based GBMs 
have several key advantages.

Furthermore, the GA-based GBM reflects higher 
reliability in capturing the relationship between ship 
fuel consumption rate and its determinants. These 
benefits further strengthen the model application 
in performing energy efficiency and sustainability 
analysis in the study of marine vessel operation. 
From an industrial perspective, the GA-based GBM 
presented in the current research can be integrated 
as part of the ship energy efficiency programs, to 
optimise ship fuel consumption and reduce GHG 
emissions, because of its better predictive capability. 

In the construction of the decision support system, 
it was found that the following requirements are 

important: (i) state the input and variables related to the 

Methods Advantage Disadvantage References

WBM

- Obtained results and system behaviours 
can be interpreted and predicted.
- Data can be extrapolated in addition to 
the given data.
- Historical data are not required.

- Potential uncertainties and assumptions 
significantly affect the accuracy of 
predictions.
- Required prior knowledge.
- Low accuracy.

[109][112][106][113]

BBM - BBM has higher accuracy than WBM.
- Prior knowledge is not required.

- Historical data are required in large 
amounts.
- Model interpretability and extrapolation 
capacity are poor.
- Unreasonable results might be received.

[109][114][115][116]
[117][118][119][120]

GBM

- GBM has a higher accuracy than WBM.
- Less historical data is required for GBM 
compared to BBM and WBM.
-  High model interpretability.
- Unreasonable results might be avoided.

- Extrapolation capacity is not high. [109][121] 

Table 1. Characteristics of WBM, BBM and GBM applied for prediction of fuel consumption for ships
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ship driveline system models, (ii) construct models predicting 
ship fuel consumption and speed based on ANN; and (iii) 
construct a decision-making model based on multi-objective 
optimisation [65], [136], [137]. In the development of these 
models, a ship was identified as a solid object placed at the 
water-air boundary. Along with the partial immersion 
position and maintained relative motion, these factors enabled 
the selection of appropriate variables for both the black box 
and the decision-making models. Fig. 4 shows the problem 
captured in the ‘black box’ form, under the influence of several 
different factors [105].   

Fig.  4. ‘Black box’ model [105]

Fig. 4 shows that, in terms of decision-making variables 
(XDi), the two main selected variables were the combustion 
engine rotational speed and the CPP pitch. On the other hand, 
the uncontrollable input variables (XNj) were identified among 
a range of factors influencing the ship sailing motion [118]. 
These factors played an important role in the commanded 
outputs of the ship driveline system that determined the 
desired ship motion and speed via the propeller thrust. 
Last but not least, the model output variables are Yk, (the 
combustion engine fuel consumption) [105]. The other factors 
that were difficult to capture and had minimal variance (with 
respect to the ship’s motion) were denoted as Z or the model 
disturbances. In formulating the decision-making problem, 
the distinct variables contained in the black box model were 
considered. The main problem statement is to determine 
the values of the decision-making variables XDi subjected 
to the uncontrollable variables XNj in order to achieve the 
anticipated values of the output variables, Yk. The values 
obtained for the model output variables Yk make up the 
objectives for the optimisation function. The function is set up 
in order to minimise the ship’s fuel consumption. Taking into 
account the distinguished variables of the black box model, 
the decision-making problem can be formulated as follows: 
what should the values of the decision-making variables XDi 
be for the given values of the uncontrollable variables XNj, in 
order to provide the desired values of the output variables, Yk.

Researchers have constructed models using GBMs, which 
integrate both partial theoretical structure and input data 
[138]. WBMs, also known as cause-effect models, can explain 
the relationship between the different variables and the 
studied phenomenon, as well as the underlying processes. 
To quantify these processes, equations were set up based 
on existing knowledge of the relationships. For dynamic 

systems, the balance method is the preferred method used in 
the construction of WBMs [140-141]. In addressing systems 
containing physical quantities, the balancing of parameters 
occurs for those that are subjected to the conservation law 
of momentum and energy. Despite the advantage of the 
balance method, it is impractical to rely on such a method 
when modelling both fuel consumption and ship sailing, in 
implementing a decision-making support model subjected 
to the commanded output of the ship driveline system. Due 
to the extraordinary complexity of the equations that are 
used in describing these relationships and processes, they 
are impossible to solve. Furthermore, the varying influence 
of several parameters over the processes and the studied 
phenomenon also complicate the problem. Even though these 
equations could be simplified in linear, parabolic or hyperbolic 
forms, the complexity of the studied processes does not allow 
for generalisation or linearisation procedures. Besides this, 
the results obtained from solving these equations through 
approximation, falls short of being useful in practice. Given 
these reasons, the need for alternative modelling techniques 
is highly warranted. In particular, the use of the BBM method 
could provide important insight into the existing relationships 
and fundamental processes. In contrast to the WBMs, the use 
of BBMs does not require the full analysis of the causes when 
understanding the studied phenomenon. In constructing 
this type of model, the necessary steps are carried out as 
follows: performing measurements; analysing the results and 
identifying the required parameters for the considered issue; 
examining the validity of the initial conditions; searching for 
a functional dependency or providing guesses based on the 
researcher’s instinct; fitting the function with the appropriate 
parameters; comparing the results of measurements and the 
fitted model [70-142]. In the case of non-conformity, one or 
several of the following steps or additional measurements 
can be conducted. Data collection is first carried out using 
actual measurements or historical records. By the rules of 
thumb, these data should be grouped into dependent (i.e. 
those to be estimated) and independent variables (i.e. those 
to be used in necessary conditions).  

ROLE OF ANN AND MACHINE 
LEARNING IN PREDICTING SHIP FUEL 

CONSUMPTION 
Among the recent advances in research, applications of 

ANN have been found in several fields, highlighting the 
latest developments [142]–[147], as well as issues related to 
the marine industry [148]–[150]. The method based on ANN is 
known to be a widely applied prediction model. Besikci et al. 
[151] employed the ANN model to predict fuel consumption 
by modelling the relationship between engine speed and the 
outside variables, aiming to predict the fuel consumption 
of a tanker. Wang et al. [152] used a wavelet neural network 
(WNN) to optimise the energy efficiency of a ship. By using 
this developed WNN, engine speed could reach the optimal 
value under various navigation environments and working 
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conditions; thus, energy efficiency and the ship’s sailing were 
optimised, resulting in optimised fuel consumption of the 
ship. Arslan et al. [153] and Bal et al. [117] developed decision 
support systems grounded in ANN prediction models. In 
these models, there were seven main input variables, including 
ship speed, main engine rotational speed, mean draft, trim, 
number of cargos, wind and sea conditions, as depicted in 
Fig. 5a. These parameters were used as the determinants 
in predicting the output variable, which was ship fuel 
consumption. The authors relied on ship noon reports to 
gather the ship’s main operating data. Both studies utilised 
the Neural Network Toolbox in MATLAB 2010a software to 
construct the neural network models. In terms of data set, 
they used data obtained from 7 tanker ships, respectively. 
70% of these data were randomly chosen for training, while 
the rest were utilised to validate the results. The main ANN 
modelling approach relied on the backpropagation algorithm, 
which performed learning on a feed-forward  neural 
network consisting of one hidden layer. In these studies, 
the main learning algorithm was Levenberg–Marquardt, in 
which hyperbolic tangent sigmoid transfer function was the 
activation function and the training epochs were limited to 
10,000. In comparison with the multiple regression model 
[118,154], the ANN model performed significantly better, 
based on the observed correlation of actual and predicted 
fuel consumption data in both training and validation data 
groups, as depicted in Fig. 5b and 5c.

Conventional statistical methods have been commonly 
used in modelling various phenomena. The study by Rudzki 
et al. [118] provided an assessment of the application of a 

statistical regression technique in modelling optimal 
parameters for the ship drive’s propulsion. Using multiple 
regression techniques, a BBM was developed for the decision-
making system considered and similar types of data were used 
in constructing the ANN models utilised in this case [154]. 
These data are key for explaining the relationship among 
the different operational parameters (i.e. related to ship 
propulsion thrust) and the fuel consumption and travel time 
to the destination subjected to the commanded outputs. As 
reported in the literature, the Gaussian processes model is a 
supervised probabilistic machine learning framework, which 
could be used for regression and classification applications 
[155]. Therefore, Petersen et al. [116] applied single-input 
variables with an ANN and a Gaussian process method in 
predicting ship propulsion efficiency performance. In another 
study, Li et al. [156] used a neural network in their modelling, 
analysis, and prediction of ship motion. Utilising another type 
of neural network, Perera et al. [157,158] was able to capture 
the compression and expansion of ship performance data. 
Despite the existence of several ANN studies in the ship and 
maritime field, they all failed to provide an adequate validation 
of the entire big data analysis process, as well as the regression 
models used in predicting ship performance and fuel 
consumption. In the study conducted by Pedersen et al. [114], a 
method was proposed for predicting a ship’s propulsive power, 
based on ANN and subject to the external factors affecting 
the ship resistance and propulsion. These different factors 
included ship speed, wind speed and direction relative to ship 
sailing, air and ocean temperature. Based on the hindcast 
approach, the built model was trained to estimate a ship’s 

propulsive power using input 
data from three different sources, 
including onboard measurements, 
noon reports, and sea state and 
weather conditions. The authors 
compiled the data set from 323 
different noon report samples. 
As stated in their methodology, 
Pedersen et al. [114] only set 5 
and 20 hidden layers as the two 
extremes to train the model. As 
a result, a 7% accuracy level was 
achieved when using the ANN 
model from noon report data in 
estimating ship fuel consumption. 
Because the model used ‘time’ as 
one of the input variables, it was 
suggested that the trend line of 
ship fuel consumption could be 
identified over time. 

In another study, a model 
was constructed by Du et al. 
[159,160] to predict a ship’s 
propulsive power. The proposed 
model was able to capture the 
synergetic effects of the various 

Fig.  5. (a) – ANN structure for predicting fuel consumption of a ship with 7 input data; (b) - Relationships between 
actual and predicted fuel consumption using ANN model; and (c) - multiple regression model [117]
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independent factors affecting ship fuel efficiency. The authors 
also proposed an ANN-based framework for managing ship 
fuel consumption which included a two-step procedure. The 
process began with the estimation of the ship engine rotation 
speed and then the engine power was subjected to the obtained 
speed. The calculation of ship fuel consumption was based 
on a set of estimated parameters. Besides, there are several 
required variables for the ANN model, such as ship speed, 
displacement tonnage, wind force, wind wave height, swell 
height, sea current factor and ship trim [161,162]. Samples 
of noon reports were collected from 3 different ships, totally 
121, 160 and 153 reports, respectively. As a result, the authors 
concluded that a simple single hidden layer ANN model 
had the best fit performance among other tested models. In 
another study, Rudzki et al. [163] developed a two-criteria 
optimisation algorithm, including both the objective function 
and the set of acceptable solutions, allowing the rational 
management of a ship’s fuel consumption and navigation 
time on the basis of the combination ANN and MATLAB 
package. As a result, they presented the relationship between 
engine speed and fuel consumption, allowing vessel owners 
to find the lowest possible operating costs.

As a subject of study, researchers have yet to fully 
investigate the use of ANN models in predicting ship speed 
under varying operating conditions. Without the presence 
of propulsive force, variable speed towing tank experiments 
could be utilised in estimating the amount of power needed 
to propel the ship hull. In the analysis of ANN models, the 
authors have examined those models which take into account 
the ship resistance or power and their main determinants. In a 
study by Couser et al. [164], they examined the appropriateness 
of using ANN for predicting ship resistance compared to 
conventional statistical methods. In their experiments, the 
researchers utilised the ANN network as an interpolation 
strategy in predicting ship residual resistance in various 
types of catamaran. It was observed that results from ANN 
models met the accuracy threshold to be applied when making 
preliminary estimates of ship resistance. In particular, the 
building of the ANN model was based on a single hidden 
layer and 15 neurons comprised a hidden layer. The authors 
arrived at two main conclusions: (i) the added hidden layers 
did not yield any additional benefits in terms of improving 
model accuracy and only increased the model complexity 
and training time; (ii) the availability of specific computer-
aided software allowed for the fast training and running 
of the ANN model in solving the ship resistance problems, 
relative to traditional statistical techniques.

Using an ANN model, Grabowska et al. [165] followed a 
similar strategy in their research on ship resistance prediction.  
In their experiment, the authors applied the parameters 
from seven available offshore marine vessels to the model 
parameters obtained from the test results carried out in a 
towing tank (i.e. a ship model basin used to conduct physical 
and hydrodynamic tests on ship models). They also compared 
seven different training algorithms with different hidden 
layer configurations, to evaluate their performance and 
identify possible effects of network architecture on the model 

outcomes. As a result, the Quick Propagation algorithm was 
selected for additional examination due to the best potential 
for favourable results, in terms of the correlation between 
target and output values (i.e. correlation coefficient R2 and 
absolute validation error). To determine the optimal network 
design architecture, several cases used 4 to 24 neurons in a 
hidden layer because the 24-neuron configuration gave the 
lowest absolute validation error. In this methodology, the 
study set the required input and output layers according 
to the input data dimensionality (i.e. the number of input 
variables in a dataset) and the required output values. Hence, 
the authors were able to select the number of hidden layer 
neurons from the geometric mean values obtained from the 
formula provided by Bishop [166]. Through the automated 
network architecture design, 24 neurons were identified as 
the optimal number delivering the highest level of accuracy. 
In brief, the authors concluded a satisfactory level of accuracy 
obtained from the constructed network compared to the 
model test results. However, additional studies on the network 
architecture are warranted that could offer a potential 
improvement on the model result. In a different experiment, 
Mason et al. [167] tested ANN model configurations using 
the data obtained from the original towing tank tests that 
had been previously conducted using the method proposed 
by Holtrop et al. [168]. In the initial test network design 
configuration, the number of layers was limited to three: 
the input, hidden and output layer. Utilising a quasi-Newton 
method, the training runs were set to 50,000 iterations. To 
lower the potential model errors, 10 retrains were conducted 
for each tested neural network topology, including 4 inputs, 
4 neuron-hidden layers combined with 1 output to 4 inputs, 
17 neuron-hidden layers and 1 output. The authors confirmed 
the effectiveness of the feedforward ANN used in fitting 
an extra data set containing a fair degree of random and 
meaningless information. 

Consequently, a proposed model containing two hidden 
layers might be more optimal than one, as depicted in Fig. 
6a [169]. Le et al. [169] presented the method of designing a 
multilayer perceptron artificial neural network (MLP-ANN) 
and used MLP-ANN to predict ship fuel consumption. They 
employed data from 100–143 container ships, while sailing 
time, speed, cargo weight, and capacity were considered as 
input parameters. As a result, they indicated that MLP-ANN 
could be used to predict the container ship fuel consumption 
by fitting lines very close to the actual results, as plotted in 
Fig. 6b. In another study, Ortigosa et al. [170,171] proposed an 
ANN model to predict two different ship resistance variables. 
The authors applied the multilayer perceptron (MLP) in 
training both synthetically generated and experimental 
datasets to estimate the different coefficients, including 
form and wave coefficients subjected to ship hull geometry 
coefficients and the Froude number. Based on the outlined 
methodology, an ANN-based empirical model was designed 
and tested using data produced by the Holtrop and Mennen 
method [168]. The model aimed to deliver an estimation 
of the components directly related to the ship resistance. 
In this case, the authors tested the proposed model using 
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MLP containing a sigmoid hidden layer and two linear 
output layers. Subsequently, the quasi-Newton method with 
Broyden–Fletcher–Goldfarb–Shanno train direction and 
Brent optimal train rate (as proposed in Bishop [166]) were 
utilised in training the constructed algorithm. The model 
was tested with a different number of hidden layer network 
configurations. In the process, the authors selected the 
network design that achieved the best optimal generalisation 
and validation errors. As a result, an ANN network model 
containing 5 inputs, 9 hidden layer neurons and 2 outputs 
was selected as the best configuration. 

Comparing the results 
obtained from the selected ANN 
model to those produced by the 
Holtrop and Mennen method, 
there were overall improvements, 
in terms of model performance 
over the whole dataset. In 
reviewing the available literature 
on the application of ANN in 
predicting ship fuel consumption 
and hull resistance, several 
conclusions were reached: 

(i) Input data used in training 
the model to predict ship fuel 
consumption were based on data 
extracted from actual ship logs, 
also known as noon reports;

(ii) Most studies relied 
on design data (geometric 
parameters of ship hull design) or 
experimental data obtained from 
tank tests as input variables for 
modelling ship resistance;

(iii) There needs to be more 
information on measurement 
methods and the types of 
propellers used in marine 
driveline systems. The bulk of 
available references concerning 
the application of ANNs were 
found in Bishop [166]. Regarding 
the strategy in the present 
research, a detailed experiment 
was proposed for planning and 
building sufficient ANN models 
to estimate ship fuel consumption 
and desired speed. The specific 
experiment was tested using 
various commanded outputs 
of the marine vessel driveline 
system while being subjected 
to a range of different off-shore 
environmental conditions. 
However, the collected data 
from the shipping company was 

limited, leading to difficulties in predicting to a high accuracy 
by using ANN. These limitations could be overcome by the 
integration of ANN with other algorithms, such as expert 
knowledge [172], the Cognitive Reliability and Error Analysis 
Method [173], or an Adaptive Neuro-Fuzzy Inference System 
combined with fuzzy logic theory [174]. In general, the use 
of ANN for predicting ship fuel consumption is summarised 
in Table 2.

Fig.  6. (a) – ANN model with 2 hidden layers; (b) - Actual and estimated fuel consumption [169]
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The ANN model is found to be cheap in computation; 
however, it does not seem to have any rule for selecting the 
feature variables or avoiding the overfitting cases in the 
training process. For this reason, Wang et al. [185] developed 
a new model to describe the fuel consumption of a specific 
ship, in relationship to surrounding environments and ship 
states. Indeed, they used the LASSO regression algorithm to 
implement the variable selection of feature variables, such as 
wind speed and wave height, air pressure and wind force, cargo 
weight and draft etc., with the aim of evaluating the ship fuel 
consumption, as illustrated in Fig. 7a. More importantly, they 
compared the performance of the proposed LASSO model 
with others like ANN, SVR, and GP in predicting the ship 
fuel consumption. As a result, the developed LASSO model 
outperformed the others, as depicted in Fig. 7b. Hu et al. 
[180] employed the back-propagation neural network (BPNN) 
and Gaussian process regression (GPR) techniques for the 
prediction of the fuel consumption of a ship. They found that 
the two above-mentioned techniques could be used to predict 
the ship’s fuel consumption with high accuracy, especially 

with the consideration of the effects of marine environmental 
factors. As a result, BPNN (T = 14.7 s) was found to provide 

shorter runtime than GPR (T = 2236.4 
s), while GPR (R2 = 0.9887) offers higher 
accuracy than BPNN (R2 = 0.9817).

Big data is well-known as an emerging 
tool in maritime and intelligent transport 
applications [186]–[188]. Indeed, ship 
fuel consumption is associated with a 
large number of ship parameters such as 
navigational environment [189], sailing 
state [112], ship loading [190], hull 
fouling [191], and applied antifouling 
coating [192], showing that the related 
data are diverse, complex and huge [193]. 
For these reasons, the application of big 
data could provide a foundation for the 
establishment of a model for ship fuel 
consumption [58,197]. In recent years, 
the use of big data combined with ANN 
and machine learning techniques was 
considered as a feasible method to 
predict the ship fuel consumption more 
exactly [58,198]. As illustrated in Fig. 
8, the following four steps are included 
in the big data analysis process for ship 
performance and operational efficiency. 
They include (1) data denoising, (2) data 
clustering, (3) data compression and 
expansion, and (4) regression analysis 
using a neural network [196].

The input data required for big data 
analysis include a range of time series 
data, as well as equipment, navigation, 
and weather-related data. Upon collection 
of these data, the data cleaning step, also 
known as data denoising, is essential in 

eliminating unnecessary noise, bias, and outliers found in 
the raw data [197]. Within this step, any abnormalities are 
extracted from the dataset, once detected. Such types of data 
are identified as any unusually large differences between two 
adjacent values or any detectable deviation outside of the 
normal value range of input or output variables that can be 
confirmed using the domain knowledge about the variables 
[198]. In the present research, the authors utilised a smoothing 
algorithm to clean and refine the raw dataset by minimising 
any discernibly large differences between two neighbouring 
data values. Data denoising is then followed by the data 
clustering step, in which the post-cleaning data are categorised 
based on the high-frequency operation regions using the 
Gaussian mixture model [199]. After this initial clustering 
step, an additional silhouette analysis is conducted to validate 
the prior classification of data according to the operation 
regions. The resulting number of clusters is then modified 
several times, until the highest possible estimated silhouette 
value is attained. The final number of clusters is identified 
that corresponds to the highest possible silhouette value. In 

Parameters of concern Data sources Method Accuracy Reference

Engine load, operating 
parameters, weather conditions

- ANN 0.9055 [175]

Weather and current conditions, 
engine speed

Voyage data - [176]

Engine load, operating 
parameters, weather conditions

AMS 0.9709–0.9936 [177]

Weather and current conditions, 
engine speed

Route software - [178]

Weather and current conditions LAROS system 0.9870 [179]

Weather and current conditions ACMS, AIS, and 
weather forecast

0.9960 [103]

Weather and current conditions, 
engine speed

- BPNN R2 = 0.9817 [180]

Weather and current conditions, 
engine speed

Ship monitoring 
system

R2 = 0.9843 [101]

Weather and current conditions, 
engine speed

- MLPN R2 = 0.8340 [151]

Weather and current conditions, 
rudder angle

Sensors Relative error = 
0.02

[181]

Engine speed, shaft power Sensors LSTM RMSE = 2.714 [182]

Weather and current conditions - - [161]

Weather and current conditions, 
engine speed

Multisource 
sensors

- [51]

Weather and current conditions, 
engine speed

ADLM and 
CMEMS

DNN R2 = 0.8940 [111]

Weather and current conditions, 
engine speed

Shipping 
company, and 
CMEMS

0.95 [183]

Weather and current conditions, 
engine speed

Ship monitoring 
system

DBN MRE = 0.3539 [184]

Table 2. Various models based on neural network for prediction of ship fuel consumption
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the next phase, compression and expansion processes are 
performed on the clustered data in order to get them ready for 
transmission and storage. To ensure minimal data loss, mean 

squared errors (MSE) are used as a tool to compare the quality 
of the pre and post-compression datasets. Thus, the MSE 
between these two datasets is checked against the user-defined 

Fig.  7. (a) - Framework for ship fuel consumption based on LASSO regression algorithm; (b) – Comparison of model performance between LASSO and ANN, 
SVR, and GP [185]

(a)

(b)
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MSE. Once the data compression and restoration ratios are 
examined and the conditions for specific user-defined values 
are met, the data pre-processing part is complete. Next, the 
regression analysis is performed using ANN to predict ship 
fuel consumption. In the process of validating the results, 
the parameters of the ANN model are modified until the 
calculated value from the regression function exceeds the 
user-defined value. The outcome of the analysis provides 
the regression model for estimating ship fuel consumption. 

In recent years, the internet of things (IoT) technology 
has been applied to the maritime industry with the of 
improving energy management, ship management, and 
environmental management [200]. With the integration of 

IoT technology, the introduction of 
remote-control systems has allowed 
for the monitoring of a new generation 
of smart ships from command centres 
located on land. With recent advances 
in IoT technology, the availability of 
Wi-Fi-enabled sensors mounted on 
ship equipment and machinery has 
provided access and continuous 
collection of a ship’s navigational 
information and operational data 
[201], [202]. Once collected, this large 
amount of time-series data must be 
processed and analysed to reveal 
insights on ship performance. A big 
data framework was constructed 
by Perera et al. [203], which can be 
used in the pre-processing (e.g. error 
detection, classification, and data 
compression) and post-processing 
(e.g. data expansion, integration 
verification, and data regeneration) 
of large volumes of time-series 
data. In their study, the authors 
utilised a simple regression model 
to explain the relationship between 
the different parameters, despite the 
lack of verification of the accuracy 
of fuel consumption data. Because 
of the high number of dimensions 
and interactions among variables in 
most big data analysis, it is important 
to ensure the accuracy of the final 
regression model. 

CONCLUSIONS 
AND FUTURE 

RECOMMENDATIONS
In the present study, a broader 

literature review has been carried out 
on developing a prediction model for 
fuel consumption using ANN. The 

knowledge gap in the field of research has been addressed. 
The salient findings of the present review are given below:
1. Most of the present research focuses on machine learning 

methods to predict fuel consumption with a significant 
objective of saving energy and reducing emissions.

2. WBMs are suited for conditions with fewer data to 
process i.e. insufficient voyage data. The workload of 
the model can be increased by augmenting data sets. So, 
WBMs can be suited to conditions where the prediction 
accuracy is not an important factor and voyage data is 
limited.

3. On the other hand, BBMs can be used effectively and 
with high accuracy by combining machine learning and 

Fig.  8. Big data analysis process for managing ship fuel consumption [196]
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statistics. ANN is one of the most commonly used and 
accurate methods for BBM. Even though BBMs require 
highly accurate data, they are preferred for ship fuel 
prediction applications owing to their reliability.

4. The application of ANN models in predicting ship fuel 
consumption provides key advantages, including their 
generalisation and extrapolation capability. From an 
industrial point of view, the GA-based GBM can be 
integrated as part of a ship’s energy efficiency programs 
to optimise ship fuel consumption and reduce GHG 
emissions, as a result of its better predictive capability. 

5. The ANN model is cheap, in computation terms; however, 
it does not have any rule for selecting the feature variables, 
as well as avoiding the overfitting cases in the training 
process. As the data collected from the shipping company, 
for model development, was limited, the accuracy of the 
prediction model by ANN was affected to a greater extent. 
These limitations could be overcome by the integration of 
ANN with other algorithms, such as expert knowledge.

Based on the current status of research into fuel 
consumption models, the following directions for future 
research can be proposed:
1. The various alternate sources of marine fuels can be 

explored. The predictive modelling of data obtained from 
using alternate fuels can be analysed.

2. The future prediction models may consider additional 
non-navigational field parameters. Some parameters, 
such as berth allocation, inventory and market trends, 
can be added while modelling the system.

3. The fuel consumption models may be integrated with 
energy efficiency optimisation methods for better 
results. The developed models can also be used as tools 
for evaluating the marine vessel fuel consumption study 
by combining all the factors of cruising.

NOMENCLATURE

ANN Artificial Neural Networks

GHG Greenhouse gas

IMO International Maritime Organisation

LSTM Long Short Term Memory

BP Back Propagation

LASSO Least Absolute Shrinkage and Selection Operator

SEEMP Ship Energy Efficiency Management Plan

EEDI Energy Efficiency Design Index

SOx Sulphur oxide

NOx Nitrous oxide

PR Polynomial regression

SVM Support vector machine

DSS Decision support system

WBMs White-box models

BBMs Black-box models

GBMs Grey-box models

SPEPs Sequential parameter estimation procedures

GA-based GBM Genetic algorithm-based grey-box model

XDi Decision-making variables

XNj Uncontrollable input variables

WNN Wavelet neural network

MLP Multilayer perceptron

MLP-ANN Multilayer perceptron artificial neural network

GPR Gaussian process regression

BPNN Backpropagation neural network

GMM Gaussian mixture model

MSE Mean squared errors

IoT Internet of things
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ABSTRACT

The paper presents a 3D model of the processes taking place in the cylinder of a large 4-stroke marine engine. The 
model is based on CFD calculations performed on the moving mesh. The modelling range includes the full duty cycle 
(720° crankshaft position) and the complete geometry of the cylinder with inlet and exhaust ducts. The input data, 
boundary conditions and validation data were obtained by direct measurements on the real object. Fuel injection 
characteristics were obtained by Mie scattering measurements in a fixed-volume chamber. The modelling results have 
been validated in terms of the pressure characteristics of the engine’s cylinder within the entire range of its loads. The 
mean error did not exceed 1.42% for the maximum combustion pressure and 1.13% for the MIP (Mean Indicated 
Pressure). The model was also positively validated in terms of the O2 and NOx content of the exhaust gas. The mean 
error in this case was 1.2% for NOx fractions in the exhaust gas and 0.4% for O2 fractions. The complete model data 
has been made available in the research data repository on an open access basis.

Keywords: CFD combustion model, large 4-stroke engine, diesel engine, emission, NOx concentration

INTRODUCTION

Proper evaluation of the processes taking place in the piston 
engine cylinder is necessary for the design of structures with high 
energy and environmental performance. A mathematical model, 
the results of which are verified by real-world measurements, 
is used increasingly often. This model enables modification of 
the engine design to improve its performance without incurring 
significant financial expenses for experimental research. CFD 
models based on FEM are a common class of models used for 
this purpose and the use of these types of models in design 
is basically a standard. It should be noted, however, that the 
mathematical description of the phenomena occurring in the 
engine combustion chamber for the modelling of the exhaust 
gas composition is very complex. During the operation of the 

diesel engine, injection, spraying and evaporation of the fuel, 
fuel mixing with air, self-ignition, combustion and turbulent 
propagation of flame occur simultaneously in the combustion 
chamber. In addition, the thermodynamic conditions of these 
phenomena are determined by the movement of the piston, 
the movement of the valves and the exchange of heat with the 
engine components. Therefore, despite significant advances in  
information technology, such models are a kind of compromise 
between the simplicity of the model and the accuracy of the 
modelling results.

Because the modelling of the key phenomena requires 
considerable computer resources, combustion process models 
are often greatly simplified [1]. Unfortunately, the simplifications 
used so far to assess the composition of exhaust gases, such as the 
limitation of the size of the mesh [2], 0-, 1- and 2-dimensional 
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models [2‒4], or the simplified description of combustion 
phenomena [5‒6], etc., result in significant discrepancies between 
the calculation results and the values measured.

Due to limited computer resources, most of the research 
available in the literature concerns the design of engine sizes 
that are relatively small in relation to marine engines [7]. The 
design of marine engines is different from the design of small 
engines. The most important differences are the cubic capacity 
of 10‒30 litres per cylinder, the speed below 1,500 rpm, the 
extended piston stroke, the high boost pressure, the start of 
ignition before the upper dead point of the piston, and the 
operation of the engine at a constant speed or according to the 
propeller characteristics [8].

These differences between relatively small engines and 
those used in shipbuilding produce significant changes in the 
measured thermodynamic parameters and in the composition 
of the exhaust gases. Sarvi et al. [9] presented an extensive study 
in which they set out the characteristics of exhaust gas emissions 
from a large medium-speed compression ignition engine with 
a design similar to that used in shipbuilding. According to their 
findings, an increase in engine load when operating at a constant 
speed results in a reduction in NOx emissions. This trend is the 
inverse of the emission characteristics presented for a relatively 
small engine [10]. In both cases, a reduction in the engine 
speed resulted in an increase in NOx emissions [11‒13]. The 
marine engine load parameters, similar to fixed pitch propeller 
conditions, cause varied changes in NOx emissions [14].

In principle, it is possible to find only relatively few 3D CFD 
models of the combustion processes taking place in piston 
engines with dimensions and thermodynamic parameters 
similar to marine engines. The author of [15] used a simplified 
0-dimensional heat evolution model for a large-capacity 2-stroke 
engine. A multi-zone combustion model for a marine engine 
is also presented in [16], but it is not a model that reproduces 
the shape of the whole 3D combustion chamber. A model of 
mean values for a marine engine was presented by Alegret 
et al. [17] to assess the impact of the bypass valve and the EGR 
system on engine operation. On the other hand, comprehensive 
multidimensional models are available only for relatively small 
designs [18‒19].

For these reasons, the aim of this study was to build 3D 
and CFD models of the phenomena occurring in the cylinder 
of a  marine 4-stroke diesel engine for assessment of the 
composition of the exhaust gases. The presented model is unique 
in the research literature due to its complexity and suitability for 
the modelling of large marine engines. This model is available 
for use on an open access basis in the scientific data repository 
of Gdansk University of Technology [20].

ExPERIMENT – INPUT DATA AND DATA 
FOR MODEL VERIFICATION

To achieve our goal, input data needs to be collected to 
identify the model and to verify the modelling results. For 
this purpose, laboratory tests on a direct-injection 3-cylinder 
turbocharged 4-stroke diesel engine were carried out. The test 

bench layout is shown in Fig. 1 and the basic specifications of 
the Sulzer 3AL25/30 engine are provided in Table 1.

Tab. 1. Specifications of the Sulzer 3AL25/30 engine

Parameter Unit Value

MIP max MPa 1.15

Speed rpm 750

Number of cylinders – 3

Bore mm 250

Stroke mm 300

Cylinder capacity dm3 14.7

Compression ratio – 12.7

Injector

Number of nozzles – 9

Nozzles diameter mm 0.325

Open pressure MPa 25

Fig. 1. Layout of the measuring station [21]

During the tests, the engine was charged using a generator 
electrically connected to a water resistor. A charge air cooler was 
also used. During the measurements the engine was powered 
by diesel oil of a known specification. The fuel apparatus of 
the engine consisted of mechanically controlled Bosch-type 
pumps combined with multiple-hole injectors. The engine 
design presented is commonly used on ships as the propulsion 
of generators or as the main propulsion of the ship together 
with the variable-pitch propeller [8]. Fifty-six laboratory station 
parameters were measured during the tests, including the 
engine speed and load, the speed of the turbocharger and the 
temperatures and pressures of the cooling water, lubricating 
oil, charge air, exhaust gas and fuel parameters. Exhaust gases 
were analysed using an electrochemical analyser with an 
infrared sensor to measure the CO2 fractions. The air humidity, 
temperature, and pressure were also measured. The air flow rate 
was measured using a Venturi orifice to determine the emissions 
of exhaust gas ingredients. All these parameters were measured 
with a sampling time of 1 second. The engine cylinder pressure 
and fuel pressure in the fuel lines in front of the injectors were 
measured with a resolution equal to 0.5° of the rotation of the 
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crankshaft. Fuel consumption was measured by the volumetric 
method. A detailed description of the tests and their results can 
be found, e.g., in [21].

MODELLING

THE MOVING MESH

The building of the moving mesh of the engine cylinder 
requires a  compromise between the accuracy of the 
representation of the phenomena occurring in the engine 
cylinder and the calculation time. Increasing the size of the 
finite volumes used in the mesh reduces the required processing 
power but also the accuracy of the modelling. This problem is 
particularly important in the case of modelling combustion 
processes in relatively large marine engines. Assuming that 
the mean diameter of the droplets of fuel injected into the 
cylinder is in the order of 10‒50 μm [5] and that the cylinder 
diameter is 250 mm, it is necessary to create a moving mesh 
consisting of about 101⁵ finite volumes. This size, combined 
with the complexity of the phenomena occurring in the engine 
cylinders, would result in calculation times measured in weeks 
or months, however, even using the latest computation servers. 
Therefore, the number of finite elements was reduced to 10⁶, 
which shortened the computation time for a single cycle of the 
4-stroke engine (720° crankshaft position), using 32 CPU cores 
and 192 GB RAM, to about 500 hours. The mesh, presented 
schematically in the form of sections in Fig. 2, occupies a storage 
space exceeding 8 GB.

Fig. 2. Diagram of the moving mesh

To analyse the calculation time, three moving meshes 
were defined, from which the optimal solution was ultimately 
selected. The course of the mesh preparation is described in [22]. 
This mesh consists of 500,000 finite volumes for the combustion 
chamber and 1,500,000 finite volumes when the inlet and outlet 
ducts are opened during the modelling of the working medium 

replacement. The maximum finite volume size of 8 mm was 
used. In places where there was intensification of the modelled 
phenomena (fuel injection, ignition, high flow rate, turbulence, 
etc.), the size of the finite volumes was limited to 1‒2 mm. The 
size of the finite volumes of the moving mesh also required 
a compaction to a dimension equal to 0.125 mm in the vicinity 
of the valve faces, at the time of opening and closing. Examples 
of the densities are shown in Fig. 3. This mesh allowed the full 
engine cycle to be calculated using 25,110 iterations. The mesh 
and the complete configuration files are provided in the open 
access data [20] and the calculation performance analysis using 
this grid in [22].

Fig. 3. Perpendicular sections in the mesh at the time of flushing

FUEL INJECTION

The building of the model of the delivery of fuel to the 
cylinder requires determination of the shape of the fuel jet 
and its quantitative characteristics.

The shape of the injected fuel jet was determined 
experimentally. The tests consisted in installing the injector in 
the fixed-volume chamber filled with nitrogen to the pressures 
of 3.2 and 4.3 MPa. These pressures correspond to the pressure 
in the engine cylinder at the start of the fuel injection for the 
minimum load and the maximum load, respectively. Fuel was 
delivered to the injector at a constant pressure of 50 MPa, with 
the injector opening pressure set at 25 MPa (see Table 1). The 
injection flow was recorded using the Mie scattering method 
[23‒24] with a sampling rate of 40 kHz and a resolution of 
512 x 256 pixels. The detailed course of the tests and the results 
are presented in [25].

The quantitative characteristics of the fuel injection depend 
on the injection start time and on its progress in time. In the 
classic self-ignition engine fuel apparatus design, the start of 
fuel injection into the cylinders is constant and depends on 
the angular position of the camshaft. This time was identified 
by determining the change in the fuel level in the transparent 
vertical tube mounted directly on the fuel pump during the 
slow rotation of the shaft. The reading was made with an 
accuracy of 0.5° of the crankshaft position. As a result of the 
observations made, the angle of the start of the fuel injection 
into the cylinders was set at 18° bTDC. The mass flow rate of 
the fuel injection into the cylinder was determined based on 
an analysis of the fuel pressure characteristics measured on 
the fuel lines before the injectors of the test facility. Assuming 
a constant flow rate from the nozzle, it can be assumed that 
the mass flow rate of the fuel is directly proportional to the 
pressure in the fuel line. This solution was proposed due to 



POLISH MARITIME RESEARCH, No 2/202364

This study used the combination of two NOx formation 
mechanisms: Zeldowicz’s thermal mechanism and Fenimore’s 
mechanism of quick nitrogen oxides. Other NOx formation 
mechanisms, including the mechanism of formation from the 
nitrogen contained in the fuel, were omitted due to the negligible 
nitrogen content in the fuel used.

HEAT ExCHANGE MODEL

The course of the phenomena occurring in the engine 
cylinders during the combustion process depends on the 
prevailing thermodynamic conditions. These, in turn, result 
from the combustion process itself and from the exchange of 
heat with the structural elements of the cylinders [43].

In the presented combustion process model, the heat transfer 
model is implemented into each finite volume located on the 
outer surfaces of the mobile mesh. Boundary conditions of the 
third type [44] were applied in the form of the determination 
of the heat flow rate through the structural components of the 
engine cylinder to the cooling system due to radiation and 
heat conduction. Fixed values for the heat take-over factor, 
α=3.5•10⁴ W/(m2•K), thermal resistance, R=37 (m2•K)/W, and 
emissivity, ε=0.79, were adopted. It should be borne in mind 
that the values of these coefficients depend, inter alia, on the 
temperature of the combustion process, the specific heat and 
viscosity of the mixture in the cylinder, as well as the speed of 
flows. However, the introduction of these dependencies would 
require an additional iterative loop to be introduced into the 
calculation algorithm to determine the temperature of the 
cylinder walls. The result would be a significant increase in 
the computation time. The calculations described were done 
with the AVL Fire package.

The complete model data has been made available in the 
research data repository on an open access basis, as a tool to 
be used in research by a wide range of scientists [20].

MODELLING RESULTS AND VALIDATION

Fig. 4. Calculated combustion pressure and measured engine cylinder 
pressure for the maximum load

Fig. 4 illustrates an example of the combustion pressure 
characteristics in a cylinder, obtained by modelling and by 
direct measurements. The continuous line shows the results 
obtained by calculation. An example visualisation of the 

the lack of technical possibilities to install an injector needle 
position sensor.

COMBUSTION

The fuel supplied to the engine cylinder is sprayed and 
evaporated. The WAVE model [26] along with the modification 
by Wakisaki [27] and Dukowicz’s evaporation model [28] were 
used. The TAB [29], Chu [30] and FIPA [31] models were also 
taken into account but the verification of the calculation results 
led to their rejection.

Many models of combustion processes are described in the 
literature on the subject, but the most popular models in the last 
15 years are based on Coherent Flame Models [32]. These models 
describe the combustion process on the assumption that the scale of 
the chemical reactions is many times smaller than the phenomena 
associated with the turbulent mass flow of the gas mixture in the 
engine cylinder. This assumption allows for a separate description of 
both phenomena. This approach was used by Colin and Benkenida 
[12]. The model modified by these authors, called the 3-Zones 
Extended Coherent Flame Model (ECFM-3Z or 3Z-ECFM), allows 
for correct combustion process modelling results for compression 
ignition engines. This model has been positively verified, e.g., in 
studies [33‒38], and assumes that ignition and combustion take 
place in a certain volume containing a homogeneous mixture of fuel 
and air. The proportions of the mixture are determined based on 
the results of calculations using equations of the turbulent mixing 
of evaporated fuel with air and the resulting mixture with air and 
combustion products. This model also determines the delay of the 
self-ignition. The flame propagation in the combustion chamber is 
also described in the 3Z-ECFM model, with the flame areas being 
defined by the emission model based on fuel oxidation reactions.

Thus, in the proposed model, fuel with the accepted substitute 
composition of the C13H23 hydrocarbons, evaporating according 
to Dukowicz’s model, is mixed with air in the cylinder space. 
The quantity and composition of the mixture in each finite 
volume of the moving mesh are calculated based on the averaged 
Navier‒Stokes and flow continuity equations. The Reynolds 
Averaged Navier‒Stokes equations (RANS) method was chosen 
due to its relatively short computation time. The k-zeta-f model 
proposed by Hanjalyc, Popovac and Hadziabdic in 2004 [39] was 
used to average the turbulent flow in the finite volumes. This 
iterative SIMPLE calculation algorithm [40] was used to correct 
the pressures in the finite volumes. Under-relaxation factors 
were selected for each of the balance equations considered 
and for each crankshaft position. The selection of these factors 
allowed for correct results in no more than 100 iterations for 
each equation, with an assumed calculation accuracy of 1%. 
Methods for solving first-order hyperbolic equations in the 
form of the “upwind” differential scheme [41] were used to 
calculate the energy balances and turbulent flows, and the 
central differential scheme [42] was applied to the calculation 
of the flow continuity equations. A variable calculation step was 
also defined. During the compression stroke the calculation 
step was equal to 1° of the crankshaft position. This step was 
reduced to 0.02° when the fuel was sprayed, ignited and when 
the outlet valve was opened.
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temperature distribution in the engine cylinder during fuel 
injection with a self-ignition focus is also shown. Fig. 5 presents 
the aggregate results of the calculations and measurements of 
the combustion pressure in the engine cylinders. A comparison 
was made between the calculated and measured MIP values and 
the maximum combustion pressure. According to the above 
results, the largest relative error for MIP, 4.3%, was achieved 
for a test facility load of 50 kW. The mean error in the values 
calculated in relation to the values measured for the entire load 
range considered for the test facility was 1.42% for the maximum 
pressure and 1.13 % for the MIP, respectively.

The results of the calculations obtained were also validated 
based on the composition of the exhaust gases emitted. Fig. 6 
shows the results of the calculations and measurements of the 
NOx and O2 fractions in the exhaust gases of the test facility, 
being recognised as efficient. According to the results presented, 
the mean error in the values calculated in relation to the values 
measured for the whole engine load range equals 1.2% for the 
NOx fractions in the exhaust gases and 0.4% for the O2 fractions. 
It should be noted that, in this case too, the largest calculation 
errors were obtained for the minimum engine load considered.

The accuracy of the exhaust gas analyser measuring lines used 
in the experimental tests was used as a criterion for accepting 
the validation of the results for the NOx and O2 fractions. This 
accuracy is 5% of the indication for the NOx probe and 0.2% 
of the absolute O2 fractions in the exhaust gas. According to 
the considerations presented, the modelling results in Fig. 6 
fall within the established validation criterion.

CONCLUSIONS

The aim of the study was to build a model of the combustion 
process of a 4-stroke marine engine. For this purpose, a moving 
mesh was built covering the cylinder space and the inlet and 
outlet ducts. The model is based on partial models including 
the WAVE fuel spraying model, Dukowicz’s fuel evaporation 
model and the 3Z-ECFM combustion model. The initial and 
boundary conditions and data necessary for the validation of 
the calculation results were obtained by direct experimental 
measurements. As a result of the work carried out, it was 
possible to create a model mapping the fractions of NOx and 
O2 in exhaust gases.

The validation results presented allow the use of the 
resulting model to look for relations between the parameters 
of the combustion process in a 4-stroke marine engine and the 
composition of the exhaust gases. This model calculates the 
NOx and O2 fractions with an accurate quantitative analysis. 
According to the results presented, the mean error in the values 
calculated in relation to the values measured for the entire 
engine load range considered was 1.2% for the NOx fractions 
in the exhaust gases and 0.4% for the O2 fractions. The model 
has also been successfully validated in terms of the pressure 
characteristics of the engine cylinder during the combustion 
process. The complete model data has been made available in 
the research data repository on an open access basis, as a tool 
to be used in research by a wide range of scientists.

Fig. 5. Calculated and measured (a) max. pressure and 
(b) MIP in engine cylinders

Fig. 6. Calculated and measured fractions of (a) NOx and 
(b) O2 in combustion gases
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ABSTRACT

The study is devoted to the possibility of increasing the efficiency of the working process in dual-fuel combustion chambers 
of gas turbine engines for FPSO vessels. For the first time, it is proposed to use the advantages of plasma‒chemical 
intensification of the combustion of hydrocarbon fuels in the dual-fuel combustion chambers, which can simultaneously 
operate on gaseous and liquid fuels. A design scheme of a combustion chamber with a plasma‒chemical element is 
proposed. A continuous type mathematical model of a combustion chamber with a plasma‒chemical element has been 
developed, which is based on the solution of a system of differential equations describing the processes of chemical reactions 
in a turbulent system, taking into consideration the initiating effect of the products of plasma‒chemical reactions on the 
processes of flame propagation. A modified six-stage kinetic scheme of hydrocarbon oxidation was used to simultaneously 
predict the combustion characteristics of the gaseous and liquid fuels, taking into account the decrease in the activation 
energy of carbon monoxide oxidation reactions when the products of the plasma‒chemical element are added. The 
results reveal that the addition of plasma‒chemical products significantly reduces CO emissions in the outlet section of 
the flame tube (from 25‒28 ppm to 3.9‒4.6 ppm), while the emission of nitrogen oxides remains practically unchanged 
for the studied combustion chamber. Further research directions are proposed to enhance the working process efficiency 
of a dual-fuel combustion chamber for gas turbine engines as part of the power plant of FSPO vessels.

Keywords: gas turbine engine; power plant; dual-fuel combustion; combustion chamber; liquid and gaseous fuels, plasma-assisted combustion

INTRODUCTION

Contemporary challenges have led to increased research 
and development of marine infrastructure, particularly 
related to FPSO vessels [1‒3]. The use of gas turbine engines 
on such vessels [4‒6] has emerged as a promising approach to 
improving their technical and economic performance. Previous 
studies [7‒8] have shown that the simultaneous operation 
of gas turbine engines with fuels differing in phase state is 
possible, and the problems arising during the simultaneous 

operation of low-emission gas turbine combustion chambers on 
different fuels have been identified. To address these problems, 
the plasma‒chemical method of combustion intensification 
[9‒10] offers a promising way to improve the efficiency of using 
various hydrocarbon fuels. Several studies [11‒12] have shown 
the benefits of this approach, including an extended range of 
stable operation, increased completeness of fuel combustion, 
reduced non-uniformity of temperature fields at the outlet 
of the combustion chamber, and reduced emissions of toxic 
components [13‒14].
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https://orcid.org/0000-0001-9283-7761
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The method of plasma‒chemical burning of fuels in the 
combustion chambers of heat engines [15‒17] is implemented by 
systems containing low-temperature plasma generators (plasma 
torches), power sources, devices for supplying plasma gas, fuel, 
means of regulating and controlling parameters and operating 
modes. The key elements of the systems are plasma torches, or 
plasma‒chemical elements developed on their basis, plasma‒fuel 
nozzles, plasma‒chemical generators of hydrogen-containing gas, 
and plasma igniters. Moreover, in [18], the results of research on 
plasma‒fuel nozzles are presented, showing a significant reduction 
in nitrogen oxide emissions during the combustion of a fuel‒air 
mixture in an experimental reverse-vortex combustion chamber, 
as well as the possibility of expanding the range of stable operation 
of the chamber as a result of plasma assistance.

The set of studies carried out in [19, 20] on increasing the 
efficiency of gas turbine engines made it possible to create 
systems of plasma‒chemical ignition and combustion, which 
significantly increase the reliability of starting power plants, 
increase the completeness of combustion of hydrocarbon fuels, 
and also reduce the emission of carcinogenic substances. The 
plasma‒chemical combustion intensification system is designed 
for flame stabilisation in devices for fuel burning (gaseous, liquid, 
alternative) and consists of a plasma‒chemical element and its 
energy supply source. When fuel is fed into the plasma air jet, 
thermochemical reactions occur, which determine a significant 
yield of active components (radicals, atoms, intermediate 
compounds).

The completed works on the creation of plasma‒chemical 
systems allowed us to carry out experimental and industrial 
testing of several systems of plasma‒chemical combustion 
intensification for energy equipment. It was found that similar 
systems provide a 2‒3 times expansion of the range of stable 
ignition and burning of fuel in the combustion chamber even 
when using liquid fuel, increase the stability of combustion in 
transient modes, increase the completeness of combustion during 
the start-up process, improve the flame propagation conditions, 
increase the reliability of operation, and prevent combustion 
chamber extinction during operation [10, 19].

The reactions that occur when mixing low-temperature air 
plasma with fuel in the volume of a plasma‒chemical element or 
on the surface of a swirling plasma jet under certain conditions 
lead to the formation of over-equilibrium concentrations of atoms 
and radicals (Н, СН3, О, ОН, etc.) and a large number of products 
of incomplete conversion of hydrocarbons (CO, H2). Reaction 
products from the zone of direct contact of the plasma with 
part of the fuel quickly diffuse into the zone of the main fuel‒air 
mixture and contribute to the intensification of its combustion.

The current level of development of low-current plasma 
generators of direct current (arc current less than 2 A) makes it 
possible to use their advantages (long service life of electrodes, 
no need for their water cooling, significant thermal efficiency, 
small dimensions, the possibility of working at high pressure) 
to increase the efficiency of dual-fuel combustion chambers.

An innovative approach to the implementation of reliable 
ignition of various fuels in any conditions, including starting at 
high pressures, smooth adjustment of the air excess coefficient, 
temperature, and thermal power, flameout prevention, the 

use of gaseous and liquid fuels, including with high moisture 
content, allows plasma‒chemical devices with low-current 
plasma generators to be considered as promising for dual-fuel 
combustion chambers of gas turbine engines.

Therefore, the purpose of the work is to increase the efficiency 
of a gas turbine dual-fuel combustion chamber, intended for 
operation as part of the power plant of an FPSO vessel, through 
the use of a plasma‒chemical element.

MATHEMATICAL MODELLING

In recent years, several studies have investigated various aspects 
of the modelling and thermodynamic analysis of the effects of 
low-temperature plasma on combustion processes, specifically 
for gaseous fuels [21], liquid hydrocarbons [22], and coal [23]. 
However, these studies have primarily focused on fuel-burning 
devices operating on a single fuel type. To theoretically analyse 
the combustion processes of liquid and gaseous fuels and the 
effects of air plasma on the physicochemical mechanisms in 
dual-fuel gas turbine combustion chambers, a three-dimensional 
modelling method was employed. This method considered the 
mechanisms of plasma‒chemical combustion intensification 
for hydrocarbon fuels that vary in physical state. A continuum-
type mathematical model was developed, which describes the 
laws of mass, energy, momentum, and chemical component 
conservation and transfer in a chemically reacting turbulent 
two-phase system. It is worth noting that this model enables 
numerical experiments to be conducted with virtual models of fuel 
combustion devices and provides new insights into the structure 
of turbulent flows under non-isothermal conditions, turbulent 
pulsations, plasma activation, and complex geometric shapes of 
dual-fuel combustion chambers. For modelling of the physical 
and chemical processes inside the dual-fuel combustion chamber 
with plasma assistance, a generalised method based on a numerical 
solution of the combined conservation and transport equations 
for a multi-component chemically reactive turbulent system was 
employed [9‒16]. This method provides a procedure for numerical 
integration of the differential equations, which describe the 
reacting viscous gas flows. A 3D model of the reacting flows has 
been used which enables the prediction of the plasma‒chemical 
influence and optimisation parameters taking into consideration 
mixing, turbulence, radiation, and combustion features [24‒26].

The mass conservation equation may be represented as 
follows: ∂ρ

∂t  + 

Δ

(ρυ→) = Sm ,      (1)

where ρ is the flow mass density, ρ is the local flow velocity 
vector, and Sm is the mass added to the continuous phase from 
the dispersed second phase.

The momentum conservation equation in a fixed system of 
reference may be formed as follows:

∂
∂t  (ρυ→)+ 

Δ

(ρυ→υ→) = –

Δ

p +

Δ

· (τst) + ρg→+F
→

,  (2)

where p is the static pressure, τst is the stress tensor, and ρg→ and 
F
→ are the gravitational and external body forces, respectively.
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For aerodynamic prediction, the RNG-based k-ε-turbulence 
model was used [27].

In a general form, the energy conservation equation is written 
as follows: ∂

∂t  (ρE)+ 

Δ

· (υ→ (ρE+p)) = 

 

Δ

·(keff  

Δ

T – Σj J
→

j+ (τ=eff · υ
→))+ Sh ,   (3)

where E is the total energy, keff is the effective conductivity, J
→

j is 
the diffusion flux of species j, and τ=eff is the effective viscosity 
coefficient. The term Sh includes the heat of the chemical reaction 
inside the combustion chamber, and any other volumetric heat 
sources.

For the liquid fuel burning calculations in the dual-fuel 
combustion chamber, the coupled discrete phase model (DPM) 
was used. The Lagrangian discrete phase model [22, 28, 29] 
follows the Euler‒Lagrange approach. The fluid phase is treated 
as a continuum by solving the time-averaged Navier‒Stokes 
equations, while the dispersed phase is solved by tracking a large 
number of droplets through the calculated flow field. The coupling 
between the phases and their impact on both the discrete phase 
trajectories and the continuous phase flow has been included.

This force balance equates the particle inertia with the forces 
acting on the particle and can be written (for the direction in 
Cartesian coordinates) as

dup

dt  = FD(u – up) + дx(ρp–ρ)
ρp

 + Fx ,   (4)

where Fx is the additional acceleration term, FD(u – up) is the 
drag force per unit particle mass, and

FD = 18μ CDRe
ρpd2p 24  .

Here, u is the fluid phase velocity, up is the particle velocity, 
μ is the molecular viscosity of the fluid, ρ is the fluid density, 
ρp is the density of the particle, dp is the particle diameter, and 
Re is the relative Reynolds number.

The inert heating model is applied when a particle temperature 
is less than the vaporisation temperature and after the volatile 
fraction of the particle has been consumed. This procedure 
uses a simple heat balance to relate the particle temperature to 
the convective heat transfer and the absorption/emission of 
radiation at the particle surface:

mp cp
dTp

dt  = hAp(T∞−Tp) + εp Apσ(θ4R −T4p) , (5)

where mp is the mass of the particle, cp is the heat capacity 
of the particle, Ap is the surface area of the particle, T∞ is the 
local temperature of the continuous phase h is the convective 
heat transfer coefficient, εp is the particle emissivity, σ is the 
Stefan‒Boltzmann constant, and θR is the radiation temperature.

The droplet vaporisation model is initiated when the 
temperature of the droplet reaches the vaporisation temperature 
and continues until the droplet reaches the boiling point Tbp.

Heat transfer to the particle during the vaporisation process 
includes contributions from convection, radiation, and the heat 
value consumed during vaporisation:

mp cp 
dTp

dt  = hAp(T∞−Tp)+ dmp

dt  hfд+εp Apσ(θ4R−T4p) , (6)

where hfд is the latent heat.
The mass of the droplet is reduced according to the equation

mp(t + Δt) = mp(t) – N·Mi Ap Mw,i Δt,   (7)

where is the molecular weight of species . 
The rate of vaporisation is governed by gradient diffusion 

with the flux of droplet vapour into the gas phase

N·Mi = kc(Ci,S – Ci,∞) ,     (8)

where N·Mi is the molar flux of the vapour, kc is the mass transfer 
coefficient, Ci,S is the vapour concentration at the droplet surface, 
and Ci,∞ is the vapour concentration in the bulk gas.

When the droplet temperature reaches the boiling point, 
a boiling rate equation is applied:

– d(dp)
dt  =[2k∞[1+0.23√Red]

dp
 (T∞−Tp) + εpσ(θ4R−T4p)]. (9)

The particle size distribution after injection of a liquid fuel 
is defined by fitting the size distribution data to the Rosin‒
Rammler equation. The Rosin‒Rammler distribution function 
is based on the assumption that an exponential relationship 
exists between the droplet diameter d and the mass fraction 
of droplets with diameter greater than d:

Yd = e–(d/d- )n,       (10)

where d- is the size constant and n is the size distribution 
parameter.

The boundary conditions in the combustion chamber 
inlets, symmetry axes, walls, and outlet were set in accordance 
with the conditions for carrying out physical experiments 
and recommendations for modelling the turbulent burning 
processes. The method for the system solution of Eqs. (1)‒(10), 
the finite difference scheme, and the solution stability analysis 
are explained in detail in [30].

Note that the acts of chemical transformation in the combustion 
chamber occur when molecules collide, while their kinetic energy 
turns into potential energy and is spent on breaking the bonds 
in the molecules. However, bond destruction will occur only 
when the value of the potential energy exceeds a certain limit ‒ 
the activation energy E. Not all collisions in which the energy 
exceeds the activation energy lead to a chemical reaction. For this, 
the appropriate orientation of the molecules among themselves 
is also necessary. Thus, activation involves the conversion of an 
average molecule into an active molecule. The smaller the value 
of E, the higher the reaction rate usually is [31].

The uniqueness of the chain reactions occurring within 
combustion chambers lies in their multi-step transformation 
process, leading to the production of various intermediate 
products such as atomic fragments, radicals, intermediate 
compounds, etc. It is worth noting that one of the factors of the 
plasma‒chemical impact on hydrocarbon oxidation processes 
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and production complex (Mykolaiv, Ukraine) with a modified 
front-end device and an installed plasma‒chemical element is 
shown in Fig. 2.

Fig. 2. Location of a plasma‒chemical element in the low-emission 
combustion chamber: 1 – burner device; 2 – plasma‒chemical element; 

3 – flame tube; 4 – internal radial swirler; 5 – external radial swirler

Compared with the serial combustion chamber, the following 
design changes are proposed:
1.  For more convenient installation, the plasma‒chemical element 

is installed on the outer body of the combustion chamber, and 
the products of the plasma‒chemical transformations are fed 
into the primary zone of the combustion chamber through 
the openings of the flame transfer pipes.

2.  The supply of liquid fuel to the channels of the internal and 
external swirlers of the flame tube is carried out via a total of 
30 tubes or nozzles, which are evenly distributed throughout 
the channels of the swirlers.

3.  The film cooling system of the serial flame tube is replaced by 
a convective one, which allows the relative air consumption for 
cooling the flame tube to be reduced by 1‒1.5% [16].
Table  1 presents the initial parameters of a  dual-fuel 

combustion chamber.

Tab. 1. Input parameters for calculating the combustion chamber in nominal mode

Parameter Value

1.  Airflow through the flame tube, kg/s 4.355

2.  Average pressure at the outlet of the high-pressure 
compressor, Pa 2052300

3.  Air temperature at the inlet of the chamber, K 770

4.  Temperature of the gaseous fuel at the inlet of the 
chamber, K 288

5.  Temperature of the diesel fuel at the inlet of the chamber, 313

The flow rate of plasma-forming air supplied through 
the plasma‒chemical element is 0.5‒1.0 g/s and the average 
temperature of the plasma jet is 2500‒4000 K (depending on 
the electrical power consumed). Inside the plasma‒chemical 
element, a re-enriched fuel‒air mixture is provided with air excess 
coefficients of 0.2‒0.4.

To determine the influence of a plasma‒chemical element on 
the characteristics of a dual-fuel gas turbine combustion chamber, 
calculations of the fuel combustion and emissions of the main 
pollutants (NO and CO) were carried out for three different 
modes of fuel supply (1, 2 and 3 in Table 2), which correspond 

is the formation of a large number of intermediate and unstable 
compounds in the process of plasma activation. The addition 
of plasma‒chemical products to the primary zone of the gas 
turbine combustion chamber leads to a decrease in the activation 
energy of the hydrocarbon oxidation reactions. As a result, there 
is a change in the distribution of the flow parameters inside the 
burning device [19, 20]. Based on the data presented in [19], 
a correlation was deduced to quantify the effect of the amount 
of plasma‒chemical products β (by volume) on the reduction 
of the activation energy ΔE for the resulting reaction between 
the fuel and oxidiser, as depicted in Fig. 1.

Fig. 1. Dependence of the decrease in the activation energy of the hydrocarbon 
oxidation reaction on the amount of plasma‒chemical products β (by volume)

Approximation of this graphic dependence made it possible 
to obtain the following formula for reducing the activation 
energy ΔE depending on the amount of additives (by volume) 
of plasma‒chemical products (reliability of approximation 
R2 = 0.996):

ΔE=3.87 · 105β3–3.51 · 104β2+1.17 · 103β+0.363. (11)

This dependence was used when performing three-dimensional 
calculations of the parameters of a dual-fuel combustion chamber, 
taking into consideration plasma activation.

To simulate the hydrocarbon oxidation processes in a dual-
fuel combustion chamber with plasma assistance, a six-stage 
burning scheme was used that simulates the oxidation processes 
of light distillate fuel (C16H29) and gaseous methane CH4 [7, 32].
The simplified kinetic mechanism of combustion is as follows:

2C16H29 + 16O2 −> 32CO + 29H2;
2H2 + O2 −> 2H2O; CO + O2 −> 2CO2;

2H2O −> 2H2 + O2; 2CO2 −> 2CO + O2;
2CH4 + O2 ←→ 2CO + 4H2O.

Eqs. (1)‒(10) represent a closed system that, under appropriate 
initial conditions and known characteristics of the gaseous and 
liquid phases, determines the distribution of the parameters inside 
the volume of a dual-fuel combustion chamber and the change 
in time of the transport characteristics of liquid fuel droplets.

STUDY OF THE PARAMETERS  
OF A DUAL-FUEL COMBUSTION CHAMBER 

WITH A PLASMA‒CHEMICAL ELEMENT
The design scheme of the combustion chamber of a 25 MW 

gas turbine produced by the “Zorya”-“Mashproekt” research 
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to the following distributions of the mass consumption of 
hydrocarbons: mode 1 - 50% liquid and 50% gaseous, mode 2 - 
70% liquid and 30% gaseous, mode 3 - 100% liquid. The effect 
of the plasma‒chemical products added to the primary zone of 
the combustion chamber was analysed, varying the quantity 
β: 0 (without additives), 0.005, 0.01, 0.015, and 0.02. These 
quantities correspond to a reduction in the activation energy of 
the hydrocarbon oxidation reactions by 0%, 6%, 9%, 11%, and 
12%, respectively (refer to Fig. 1).

Tab. 2. Fuel consumption through the flame tube for the investigated 
modes of fuel supply

M
od

e 
of

 
op

er
at

io
n Fuel consumption through the flame tube, kg/s

Gaseous fuel Liquid fuel

External 
swirler

Internal 
swirler

External 
swirler

Internal 
swirler

1 0.0472 0.00248 0.00314 0.000165
2 0.0283 0.00149 0.00440 0.000232
3 0 0 0.0944 0.00497

The results of numerical modelling of the processes in 
a dual-fuel low-emission combustion chamber showed that 
the addition of plasma‒chemical products positively affects the 
nature of the fuel combustion along the flame tube. The most 
rational ‒ from the point of view of the energy consumption 
for the functioning of the plasma system ‒ are the modes of 
operation at β = 0.01 and 0.015.

Figs. 2‒3 present the temperature distribution of the 
combustion products in the outlet section of the flame tube 
for two typical fuel supply modes 3 and 1, respectively. It can be 
seen that, with the addition of the plasma‒chemical products, 
the average integral temperature of the outlet gases practically 
does not change.

Fig. 2. Distribution of temperatures (K) in the outlet section for the third mode 
of fuel supply: a – the basic variant without additions of plasma‒chemical 

products; b – β = 0.005; с –β = 0.01; d – β = 0.02

Fig. 3. Distribution of temperatures (K) in the outlet section for the first mode 
of fuel supply: a – the basic variant without additions of plasma‒chemical 

products; b – β = 0.005; с –β = 0.01; d – β = 0.02

Figs. 4–5 present the distribution of the carbon monoxide 
CO concentrations in the outlet section of the flame tube for 
fuel supply modes 3 and 1, respectively. It can be seen that the 
addition of plasma‒chemical products in the amount β ≥ 0.005 
causes a significant decrease in CO emissions as a result of 
the acceleration of the carbon monoxide oxidation reactions 
and intensification of the mixture formation processes in 
the primary zone of the combustion chamber. This effect is 
especially evident when burning liquid fuel.

Fig. 4. Distribution of carbon monoxide concentrations at outlet section 
for the third mode of fuel supply: а – basic version without additions 
of plasma‒chemical products; b – β = 0.005; c –β = 0.01; d – β = 0.02

Fig. 5. Distribution of carbon monoxide concentrations at outlet section 
for the first mode of fuel supply: а – basic version without additions 

of plasma‒chemical products; b – β = 0.005; c –β = 0.01; d – β = 0.02

The following graphs show the temperature distributions 
(Fig. 6), and the volumetric concentrations of carbon monoxide 
CO (Fig. 7) and nitrogen oxides NO (Fig. 8) in the outlet cross-
section of a dual-fuel low-emission combustion chamber of 
a 25 MW gas turbine engine for different fuel supply options 
(without and with the addition of plasma‒chemical products 
into the primary zone of the chamber).

Fig. 6. Dependencies of temperatures in the outlet section of the flame tube 
on the amount of additives of plasma‒chemical products for modes 1‒3
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Fig. 7. Dependencies of volume concentrations of CO in the outlet section 
on the amount of additives of plasma‒chemical products for modes 1‒3

Fig. 8. Dependencies of volume concentrations of NO in the outlet section 
of the flame tube on the amount of additives of plasma‒chemical 

products for modes 1‒3

The analysis of the obtained data revealed that the addition 
of products of a plasma‒chemical element to the primary 
zone of a dual-fuel gas turbine combustion chamber causes 
the temperature of the gases at the exit of the flame tube 
to increase slightly (less than 1%) compared to the variant 
without the addition of plasma‒chemical products. For all 
three investigated modes of fuel supply (1‒3), a significant 
decrease in the content of carbon monoxide (from 25‒28 ppm to 
3.9‒4.6 ppm) is observed, even with a small amount of plasma‒
chemical products (β = 0.005). Further increase in the amount 
of plasma‒chemical products to β = 0.02 has practically no 
effect on the CO emissions, as they are at a minimal (practically 
zero) level. It can be seen that, with the addition of plasma‒
chemical products, the distribution of nitrogen oxides at the 
exit of the combustion chamber changes slightly. Moreover, 
when the combustion chamber operates in transient modes 
with the use of plasma‒chemical elements, an increase can 
be expected in the burning stability of lean fuel‒air mixtures, 
together with a decrease in the probability of the formation of 
pulsating combustion modes, and flame extinction.

FINAL CONCLUSION

A study of the combustion efficiency of fuels differing in 
phase state in a dual-fuel gas turbine combustion chamber with 
a plasma‒chemical element was carried out, allowing new data 
to be obtained on the distribution of the main parameters of 
the flow in the volume of the flame tube and at its outlet for 
different modes of supply of liquid and gaseous fuels, taking 
into consideration the amount of plasma‒chemical products 
supplied to the primary zone of the chamber. The intensifying 
effect of low-temperature air plasma on the environmental 
parameters of the combustion chamber with preliminary mixing 
of fuels with an oxidiser in the channels of the radial‒axial 
swirlers of the flame tubes is confirmed. It was established 
that the addition of plasma‒chemical products in the amount 
of β ≥ 0.005 (by volume) provides a significant reduction in 
carbon monoxide emissions at the outlet section of the flame 
tube: from 25‒28 ppm to 3.9‒4.6 ppm. Also, with the addition 
of plasma‒chemical products, the concentration of nitrogen 
oxides at the outlet of the combustion chamber changes slightly. 
We note a significant positive effect of the products of plasma‒
chemical reactions in expanding the range of stable operation 
of the combustion chamber. Experimental studies of the 
system of plasma‒chemical intensification for the combustion 
of hydrocarbon fuels on natural objects should be considered 
a further direction of the research.
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ABSTRACT

Ships and offshore structures operate in a severe corrosion degradation environment and face difficulty in providing long-
lasting corrosion protection. The Classification Societies recommend regular thickness measurements leading to structural 
component replacements, to ensure structural integrity during service life. The measurements are usually performed using 
ultrasonic thickness gauges and such an approach requires multiple measurements of the corroded structural components. 
Otherwise, the collected data are insufficient to precisely assess the corrosion degradation level. This study aims to perform 
numerical and experimental analyses to verify the use of guided ultrasonic waves in defining the corrosion degradation 
level of the corroded structural components of a ship. The study incorporates the fundamental antisymmetric Lamb 
mode, excited by piezoelectric transducers attached at the pre-selected points on stiffened panels, representing typical 
structural ship components. The specimens are exposed to accelerated marine corrosion degradation, the influence of the 
degree of degradation on the wave time of flight being analysed. The study indicates that guided waves are a promising 
approach for diagnosing corroded structural components. The signals characterised by a high signal-to-noise ratio have 
been captured, even for relatively long distances between the transducers. This proves that the proposed approach can be 
suitable for monitoring more extensive areas of ship structures by employing a single measurement.

Keywords: Corrosion, Guided Waves, Non-destructive Testing, Ship Structures

INTRODUCTION

The current recommendations of the International 
Association of Classification Societies (IACS) specify the 
number of gauge measurements as being three per plate in 
maritime structures. Det Norske Veritas guidelines [1], based on 
the IACS requirements [2], recommend increasing the measures 
for more severe corrosion found in the investigated area and 
additional surveys when pitting corrosion is observed. However, 
those gauged measurements often do not provide enough 
information due to the high non-regularity of the geometry 

of corroded structural components [3], introducing a high level 
of uncertainty, and they do not provide enough information to 
analyse the severity level of corrosion degradation. Therefore, 
there is a need to develop alternative methods that could be 
more effective and inexpensive and allow for the monitoring 
of significant areas during a single measurement.

The guided wave propagation approach has recently attracted 
significant attention from researchers as a promising tool for 
non-destructive diagnostics. Due to the ability of the guided wave 
to travel long distances with insignificant amplitude reduction 
and their high sensitivity to defects, they are commonly used 
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for diagnostics in different industrial applications. For this 
purpose, the arrays of piezoelectric transducers are mounted on 
the surface of the tested structure or are embedded directly into 
the structure. They are used for data collection and generating 
mechanical guided waves (GW) [4, 5]. 

Some algorithms are dedicated to the detection, localisation 
and size estimation of various damage types, such as localised 
damages [4], debonding [6], deterioration of the structural 
parameters [7], etc. Special attention was paid to the non-
destructive evaluation of the corrosion degradation level, as 
it is one of the most common degradation types of structures 
subjected to aggressive environmental conditions. Pitting and 
general corrosion were recently investigated by [7–14]. The 
method of corrosion pit detection and visualisation using the 
dispersion curve regression method was proposed by Tian et al. 
[9]. Ervin and Reis investigated the case of general corrosion 
of steel reinforcing bars embedded in concrete [10, 11]. Pulse-
echo and pulse transmission methods were used by Sharma 
and Mukherjee [12] to monitor the corrosion process of the 
reinforcing bar. Moustafa et al. [13] proposed a method to evaluate 
the corrosion level in post-tensioned systems based on the fractal 
analysis of guided ultrasonic waves. The normalised acoustic 
nonlinearity parameter of the second and third harmonics was 
incorporated by Ding et al. [7], to evaluate the level of corrosion 
degradation. Laser-induced guided waves were used to estimate 
the corrosion pit size, location, and depth by Gao et al. [8].

The thickness reduction caused by corrosion degradation is 
currently measured using an ultrasonic gauge, which is time-
consuming. Several studies have proved the potential of guided 
waves in non-destructive diagnostics of corrosion impact. Precise 
measurements of corroded element geometry are possible using 
other methods, such as photogrammetry or laser scanning. 
Nevertheless, those methods are expensive and challenging 
to use in the case of ship hull thickness measurements. Also, 
both sides of the plate need to be scanned and, thus, additional 
problems might occur because of the permanent deflection, 
buckling or residual post-welding stresses. Guided wave-
based methods may increase the efficiency of the measuring 
process and reduce the associated costs of the time-consuming 
traditional inspections.

This study aims to perform numerical and experimental 
feasibility analyses to evaluate the use of guided ultrasonic 
waves in estimating the degradation level of corroded stiffened 
panels as a part of ship hulls. Contrary to our previous studies 
[15, 16], where only distances of approximately 300 mm were 
investigated, this proves the possibility of using the guided 
waves on longer distances (up to 1250 mm), which is crucial 
for increasing the effectiveness and reducing the total cost of 
the state assessment. Previous work was devoted to analysing 
the possibility of monitoring plate corrosion degradation. The 
current study is the next step towards a more realistic scenario 
of inspecting a ship’s structural components when the whole 
of the plates, with complex geometry and additional obstacles 
like stiffeners, need to be tested. The study incorporates 
a  fundamental antisymmetric Lamb mode excited by 
piezoelectric transducers attached to pre-selected locations 
on stiffened panels. Before non-destructive testing, the stiffened 

panels are exposed to accelerated natural marine corrosion in 
a specially designed and prepared corrosion tank.

CORRODED SAMPLE SET-UP

Experimental testing of guided wave propagation was 
conducted on mild steel specimens with an initial plate thickness 
of t = 6 mm. The geometry of the specimens is presented in 
Fig. 1. These stiffened plates (plates reinforced by stiffeners) are 
typical structural components of ship hull structures.

Fig.1. Intact specimen geometry (dimensions in mm)

The experiment includes one intact sample and three 
specimens with different degrees of corrosion degradation 
(DoD). The DoD is considered as the percentage loss of the 
initial mass of the specimen (mintact) which is reduced due to 
corrosion degradation (mass after corrosion – mcorroded):

DoD = mintact – mcorroded
mintact

 · 100%    (1)

Therefore, only the specimen’s mean thickness loss is 
captured, without considering the irregular character of the 
corrosion damage. Corrosion of the specimens was accelerated 
in a specially designed tank with corrosion process parameters: 
salinity 3.5%, temperature 55°C and increased dissolved air 
(fully saturated conditions). The DoD achieved were 12% 
(specimen c12) and 24% (specimen c24) and were taken from 
mass measurements. The mean thickness reduction, calculated 
based on mass reduction, is presented in Table 1. Thickness 
measurements were also performed using a  micrometre 
screw along both long edges. The thickness measurements 
were made alongside the edges because of the transducer 
configuration, which will be presented later in this paper, and 
the mean thicknesses are presented in Table 1. Finally, ultrasonic 
thickness gauge measurements were also performed on the 
plates, resulting in a thickness map, as shown in Figure 2. 
Due to the significant difference between UT measurements 
and micrometre screws, UT measurements were only used to 
represent corrosion irregularity. 

Tab. 1. DoD and mean specimen thickness. 

Specimen DoD 
[%]

Path 
(as seen 

in Fig. 7)
Mean thickness 

based on DoD [mm]
Mean thickness 
on edge [mm]

intact 0 – 6.00 6.00

c12 12
I

5.28
5.34

II 5.46

c24 24
I

4.56
4.76

II 4.98
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Fig. 2. Plate thickness distribution, specimen c24, UT gauging 

Figures 3 and 4 present photos of selected specimens. Figure 3 
shows a close-up view of the intact and corroded plate surface. 
On the intact plate, the surface was as it arrived from the steel 
mill. The corroded surface was dried out and so the authors 
removed loose corrosion products and dusted up the surface. 
Figure 4 presents a stiffener side view on the c12 sample, with 
magnifications on given parts of the plate. Apart from specimen 
markings, there are visible white dots on the sample, indicating 
places where UT gauging was performed. 

Fig. 3. Plate surface close-up. Left: intact plate. Right: c24 plate corroded 
and cleaned from corrosion products

Fig. 4. Sample c12 (12% DoD): stiffener side view with close-ups of surface.

BACKGROUND OF GUIDED WAVES

One of the essential features of guided waves is their dispersive 
nature. The relationship between their velocity and the number 
of wave modes is usually presented as a dispersion curve, which 
can be traced by solving dispersion equations. For the plate-
like structures, the dispersion relationships were formulated by 
Lamb [17]. Thus, the waves are called Lamb waves. Two Lamb 
wave families can be distinguished: antisymmetric (Eq. (2)) and 
symmetric (Eq. (3)). The dispersion relations are as follows:

tan(qd)
tan(pd) = (k2–q2)2

4k2pq       (2)

tan(qd)
tan(pd) = 4k2pq

(k2–q2)2      (3)

The parameters d and k indicate the plate thickness and 
the wavenumber, respectively, while q and p depend on 
longitudinal and transverse wave velocities in an infinite 
medium. Based on the equations, the curves illustrating the 
relationships between velocity and excitation frequency can 
be traced, as shown in Fig. 5.

Fig. 5. Group velocity against frequency for 6 mm steel plate
 (A-antisymmetric, S-symmetric mode)

Piezoelectric transducers were mounted at pre-selected 
points on the plate surface to generate guided waves. Because the 
transducers were attached to the plate surface, and the excitation 
applied perpendicular to it, antisymmetric modes were mainly 
excited. The significant difference between velocities (for the 
antisymmetric A0 and S0 modes for frequencies incorporated 
in the experimental tests, the velocity of S0 mode is higher 
than A0 mode by about 2000 m/s for a frequency of 140 kHz) 
result in the mode family being easily recognised, based on 
the difference in the time of flight. The scheme of deformation 
forms an antisymmetric wave (A0), as seen in Fig. 6. 

Fig. 6. Deformation form of antisymmetric wave propagation

In the presented paper, we use the commonly known 
guided wave feature, i.e. its velocity strongly depends on the 
plate thickness. Therefore, if the wave propagation velocity 
is known, we can determine the average thickness of the 
specimen alongside the propagation path. Eq. (2) was solved 
to demonstrate the velocity-thickness dependency and a good 
curve representing this relationship, for a frequency of 140 kHz, 
was plotted (Fig. 7).
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ExPERIMENTAL SET-UP AND TRANSDUCER 
CONFIGURATIONS

Transducers were connected to a wave generator, amplifier, 
and oscilloscope, as presented in Fig. 10. The signal measured 
from a series of the same signals was then averaged at an 
oscilloscope, filtered using an oscilloscope-integrated low 
pass filter (with double base cut-off frequency), and stored as 
a voltage-time relationship.

Fig. 10. Guided wave experimental set-up.

Two paths were investigated in the study, both along the 
longer sides of the plates. The signal generated by the wave 
generator was a packet consisting of a five-cycle sine modulated 
by the Hanning window, as presented in Fig. 11.

Fig. 11. Windowing sine signal using the Hanning window

In the study, the piezoelectric transducers were attached near 
the corners of the plate for two reasons. First, fewer reflections 
provide a cleaner, more readable signal; second, energy only 
disperses at a quarter of the circle instead of the entire circular 
wavefront. Thus, the signal energy was about four times higher 
than in the case of attachment in the middle part of the plate 
[18]. Parts of the ship structure have free edges; however, 
applying the method to plates limited by stiffeners or girders 
should be possible. It is expected that the signal-to-noise ratio 
might be lower but the basic operating principle should be 
kept the same.

SELECTION OF ExCITATION PARAMETERS

In the first step, the sensitivity analysis aimed at determining 
the influence of excitation frequency on signal amplitude, was 
carried out to investigate corroded plates. A waterfall chart is 
presented in Fig. 12, registering signals for frequencies in the 
range 60-300 kHz, with a step of 20 kHz. It can be seen that 
the amplitude of the incident wave significantly decreases for 
a frequencies lower than 100 kHz and higher than 160 kHz.

Fig. 7. Antisymmetric group wave velocity to plate thickness curve

Since the distance between measurement points is constant, 
the change in the flight time may be associated with corrosion 
degradation and thickness reduction. This assumption is the 
basis of the presented analysis. Later in the paper, the thickness 
reduction will be estimated, based on the time of flight (ToF), 
which is the time needed to travel from an actuator to the 
sensor. Therefore, for an exemplary frequency of 140 kHz, 
the relationship between the ToF measured on the distance 
of 1250 mm, which is the length of the considered ship hull 
structural element, is presented in Fig. 8. It should be noted that 
the dispersive equations (Eq. (2) and (3)) are nonlinear and the 
ToF-thickness relationship is also nonlinear.

Fig. 8. Antisimetric 140 kHz wave ToF in different plate thicknesses 
at 1250 mm distance

MATERIALS AND METHODS

ANALYSED STRUCTURAL COMPONENTS

Piezoelectric transducers were mounted in plate corners as 
pairs, the first for path I and the second for path II. Transducers 
were attached on the right hand corner of the plate by using 
special wax as a coupling medium. Transducer positions and 
the geometry of the tested plate can be seen in Fig. 9.

Fig. 9. Transducer locations and paths (left) and cross-section of transducer (right)
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Fig. 12. Waterfall chart of signal received for different base frequencies.

Maximal amplitudes of the received signals were registered 
and are presented in Fig. 13. The highest amplitudes of the 
incident waves lead to the highest signal-to-noise ratios and 
were achieved for the frequency 140 kHz. The final data were 
only collected and analysed for this frequency because it 
provided the clearest and the most readable signals.

Fig. 13, Column chart of registered amplitudes for base frequencies.

NUMERICAL MODEL

Numerical simulations were performed using commercial 
FEM (finite element method)-based software (Abaqus) 
[19], to demonstrate and recreate experiments on the wave 
propagation phenomena in the stiffened plate. The dynamic/
Explicit module was used to accurately model mechanical 
wave propagation. Guided waves were simulated in intact 
and corroded specimens modelled as a constant-thickness 
shell structure. Four node shell elements were applied with 
reduced integration (S4R). A convergence study preceded the 
numerical analysis, to determine the element size. Finally, 
each element had the same dimensions (1 mm x 1 mm). The 
transient wave propagation problem was solved with a 10-7 s 
time step, adjusted according to CFL (Courant–Friedrichs–
Lewy) conditions [20] related to frequency and wavelength. 
The mechanical properties were a Poisson’s ratio of 0.3 and 
a material density equal to 7800 kg/m3, which was established 
based on previously conducted experimental destructive 
tests performed on specimens of the same steel. An elastic 
modulus of 188.5 GPa was calculated non-destructively, 
based on the Lamb equation for the intact plate. Because 

Poisson’s ratio has a relatively small influence on the shape 
of the dispersion curves, only elastic modulus was considered 
during the calibration procedure and curve fitting. The 
geometry was consistent with the dimensions of the intact 
specimen presented in Fig. 1. The simulations were made 
for plate thicknesses taken as average thickness from the 
measurements with the use of micrometer, of each path (see 
Fig. 9).

RESULTS AND DISCUSSION

VISUALISATION OF WAVE PROPAGATION  
IN SHIP STRUCTURE

Figure 14 presents the numerical simulation results in 
snapshots collected for selected time instants. After wave excitation 
at the corner of the plate, the circular wavefront was observed 
propagating within the structure. The material is assumed to be 
isotropic and homogeneous, which means that the propagation 
velocity is the same in each direction. The presence of the stiffener 
triggers additional reflections, affecting the wave propagation 
patterns. As a result, surface waves (Rayleigh waves) are observed, 
propagating along the plate edges. Therefore, the diagnostic 
procedures dedicated to ship structures should consider the 
more complex geometry and the presence of additional waves 
affecting registered signals. 

Even though the numerical model did not consider thickness 
variability along the propagation path, and the thickness was 
assumed to be constant, the influence of modelled corrosion 
degradation is visible in visualisation. The wave propagates with 
a higher velocity in the intact plate (see Fig. 14, t = 0.46 ms). The 
difference in wave velocity can be explained by the dispersive 
character of guided waves (see Eq. (2) and (3)). 

Fig. 14. Visualisation of wave propagation – deformation: 
intact specimen and specimen characterised by DoD of 24%
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ExPERIMENTAL RESULTS

Figure 15 shows the received signal from two measurements, 
both for the intact plate but at opposite sides. Since the 
transducer’s ability to actuate and receive a signal depends on 
the attachment and the wax used for transducer mounting, 
signal amplitude cannot be compared directly. To make signals 
possible to compare, they were all normalised to a 1V amplitude 
at the peak of the first packet received after about 0.4-0.5 ms. 

Fig. 15. The comparison of the signals measured alongside 
both edges of the intact plate

The envelopes of the signals were determined by using 
Hilbert transform to interpret and present signals more clearly. 
Figure 16 presents the actuation signal, registered signal, and 
Hilbert transforms, as well as the interpretation of the ToF, 
which is used in further analysis. This study measures the ToF 
as the peak-to-peak value between the actuation and registered 
signals. As the lengths of both paths are equal, ToF can be used 
for group velocity comparison.

Fig. 16. Excitation and received signal for intact sample, 
excitation 140 kHz 

Figures 17 and 18 show the Hilbert transforms of the 
normalised signal received for intact and corroded specimens. 
All signals were triggered in a similar way, i.e. for the time 
t = 0 ms. Figure 17 presents the results for the first path of all 
three plates. As predicted by theoretical analysis, the signal 
travelled with a higher velocity in an intact plate. Next, the 
waves propagating in plates c12 and c24 were registered.

Fig. 17. Hilbert transforms of actuation and signals received at path I

Figure 18 presents the results for the second path alongside 
the opposite edge. As path I, the wave travelled with the highest 
velocity in an intact plate. The clear relationship between 
increasing ToF and the degree of degradation is demonstrated 
in Fig. 18. For comparison, the ToF for all registered signals 
was determined and is summarised in Table 2.

Fig. 18. Hilbert transforms of actuation and signals received at path II

Tab. 2. Values of Time of Flight (ToF) measured at Hilbert transform peak [ms]

Specimen Path Mean thickness on edge [mm] ToF [ms]

intact
I 6.00 0.419

II 6.00 0.409

c12
I 5.34 0.437

II 5.46 0.441

C24
I 4.76 0.463

II 4.98 0.461

NUMERICAL RESULTS

The results of the FEM simulations, in the form of Hilbert 
transforms of registered signals, are presented in Fig. 19. The 
thickness chosen to calculate ToF with FEM corresponds with 
the mean path thickness from micrometer screw measurements. 
The same relation between ToF and thickness can be observed: 
the smaller the plate thickness, the greater ToF. 

Fig. 19. Hilbert transform of received signals from FEM analysis: 
both for intact and 24% DoD plate

Figure 20 presents the experimental and numerical ToFs. 
FEM values were calculated based on the mean thickness of the 
path from the micrometer. It can be seen that all ToFs for the 
FEM-tested plates are more significant than in the experimental 
plates. This can be explained by the fact that the constant 
average thickness was adopted in the numerical model, while 
the corroded surface was irregular in the real case. However, 
in both cases, the same decreasing trend is noted.

Fig. 20. Twenty FEM results compared with experimental results
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COMPARISON OF ExPERIMENTAL  
AND THEORETICAL RESULTS  
FROM LAMB EqUATIONS

As previously mentioned, the relationship between ToF 
and the plate thickness is strongly nonlinear and requires the 
solving of dispersion equations. Based on the experimentally 
determined material parameters, the theoretical curve 
representing the thickness-ToF relationship was calculated 
for an incorporated frequency of 140 kHz and compared with 
experimental results (Fig. 21). 

Fig. 21. ToF to thickness curve from equations in front of ToF 
measured in the experiment

In the last stage, an algorithm was developed in the MATLAB 
environment, to fit the theoretical curve to the experimental 
results. The theoretical curve was calculated based on solving 
Eq. (2), using material parameters from the paragraph describing 
the numerical model. This was used to fit the dispersion curve 
based on the regression analysis, using the least square method. 
The algorithm considers plate thickness and the systematic error 
of the ToF measurements. Because several approaches for ToF 
determination give slightly different results, it was assumed 
that the results could be burdened with some systematic errors. 
Moreover, the delay resulting from signal transmission between 
the components of the experimental set-up might also affect 
the ToF values. Based on the regression analysis results, the 
error value was estimated at 0.036 ms. 

The discrepancies between experimental and numerical 
results may also result from the differences between the material 
parameters determined using the fitting Lamb equation to 
the experimental results. The difference between the actual 
specimen’s average thickness, alongside the propagation paths 
and the thickness obtained by solving the inverse problem 
using Lamb equations, was checked and calculated. The inverse 
calculation was based on the wave propagation velocity for 
a  given average path thickness. The final inaccuracy was 
calculated as 2.8 mm. This means that, based on the non-
destructive results and fitting curve procedure, the plate is 
thinner by 2.8 mm .

The results of the curve fitting (after considering the 
inaccuracies) that translates the curve by translation vector 
[ToF; d] = [-0.036 ms; 2.8 mm], are presented in Fig. 22. The 
solid curve represents the theoretically determined thickness-
ToF relationship, while experimental results are marked 
with green markers. It can be seen that the experimental and 
theoretical results coincide well with each other. The absolute 
average difference between experimental results and the fitted 

curve equals 0.005 ms, and the maximum difference between 
observed ToF values equals 0.054 ms.

Fig. 22. Translated curve fitted to experimental results, non-translated 
curve for reference.

CONCLUSIONS

This study analysed the possibility of applying guided waves 
to the health monitoring of a ship’s structural components 
subjected to corrosion degradation. The correlation between 
ToF and mean plate thickness can be easily observed in 
naturally accelerated corroded plates. This ensures that the 
guided wave dispersion might be used to estimate the mean 
value of the thickness loss of the plate, which was proven in 
many previous papers. However, it was observed that guided 
waves could easily travel significant distances on the plates, 
which is promising when analysing the large-scale structural 
components typically found in ship structures. The experiments 
presented were performed on a simpler geometry. However, 
they can be performed for other, more complex geometries. 
Signals would differ due to different distances or additional 
reflections. As a feasibility study, the paper proves the concept 
of structural health monitoring based on the time of flight. 
Testing this possibility was also important in the context of 
the reliability of the wave-based method. It could be observed 
that even a relatively high degradation level was associated with 
insignificant differences in the ToF. In the case of short distances, 
the difference would be invisible, and the state assessment would 
be more challenging to perform. 

In the next stage, we could observe the influence of the 
inaccuracies of ToF determination, as well as the complex 
geometry of the corroded plates. Developed FEM models, 
theoretical dispersion curves and experimental results do not 
overlap perfectly. It should be noted that FEM and Lamb’s 
curves are biased. After determining the translation vector, the 
results were matched with high accuracy. The main source of the 
discrepancies between numerical, theoretical and experimental 
results is an incorrect assumption commonly applied in the 
literature about the reduced constant thickness plate. In real 
cases, the corroded plates are characterised by irregular surfaces, 
while thickness variability entails variable velocity alongside the 
propagation path. The second important aspect, which should 
be considered in further investigations, is the complex structure 
of the corroded plate. Because corrosion products and coatings 
differ in terms of their parameters, the plate should be regarded 
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as a multi-layered structure, with layers varying in thickness 
and material parameters.

The next problem discussed in the paper concerned the 
influence of material parameters (elastic modulus) on the 
theoretical reference curve. A solution for this might be the 
opportunity to calibrate measurement techniques on the intact 
element. In this study, we have not compared the results for the 
same specimen but for various degradation levels, i.e. several 
specimens varying in DoD. In the case of monitoring the same 
element, the influence of inaccuracies in material parameter 
estimation would have a much smaller impact on the final results.

To understand the wave propagation phenomenon in multi-
layered plate-like structures with variable thickness, more samples 
need to be tested, with a detailed knowledge of the surface 
topography, determined with the support of photogrammetry 
or CMM, and defined by statistical parameters. It is worth 
mentioning that, in the initial stages of introducing the method 
to diagnosing the construction, support from the mentioned 
methods may still be necessary. However, such an approach 
would allow for the further development of a mathematical 
model, describing the relationship between average wave velocity 
and surface parameters. 

The paper demonstrates the possibilities of using guided 
waves, even for the more complex specimens. The tested plates 
were stiffened with an additional web in the middle parts. 
The incident wave was easily identified despite the additional 
obstacles and the ToF was calculated. This is essential in the 
ToF-based methods because, very often, the interference of 
several different wave packets efficiently identifies the first peak 
and, consequently, estimates the ToF. The results presented here 
prove that the sensor network can be set in a way that facilitates 
the non-destructive testing procedure.

Future work should also consider comprehensive research 
on the wave’s ability to overcome obstacles, such as stiffeners 
or deep girders. Also, research about plate measurements 
reinforced by stiffeners and deep girders is necessary for possible 
practical applications using wave-guided methods. 

A potential problem with the in situ application of this 
method is the necessity to specify the Young modulus, which 
strongly influences group speed. 
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AbstrAct

This article characterises the methodology for the endoscopic testing of a laboratory diesel engine used for testing 
marine fuels. The ‘Shadow’ measurement method used in the XLG3 type EVEREST digital endoscope, for quantitative 
and qualitative identification of detected surface defects, was approximated. Representative endoscopic images of the 
elements limiting the working space of the research engine are demonstrated, having been recorded during the usable 
quality testing of newly produced, low-sulphur marine fuels, so-called ‘modified fuels’. The main purpose of the 
endoscopic examinations was the final verification of the tested fuel’s suitability for feeding full-size marine engines. 
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INTRODUcTION

Permanently inflated emission standards, with respect 
to the release of harmful toxic components in the exhaust 
gases of marine engines, enforce the application of various 
types of exhaust purifying (neutralising) devices, e.g. wet 
‘scrubbers’ or dry ‘sorbers’, as well as non-standard marine 
fuels [1]. These are usually low-sulphur fuels, the so-called 
‘modified (blended) fuels’, produced by the mechanical 
mixing of Marine Gasoil (MGO) type distillate based fuel 
with RMG380 type residual marine fuel oil in an appropriate 
mass ratio [6]. The propellant oils obtained in this way should 
be subjected to comprehensive numerical tests, by means of 
accessible utility computer programs that enable simulating 
engine working processes, within: 
•	 energy performance [14],
•	 fuel combustion [10], 
•	 exhaust chemical emissions [7] [11],
•	 fuel injection [13],  and
•	 working medium exchange [9].

Experimental engine tests should then be carried out 
in laboratory conditions. Their main purpose should be to 
determine the usable quality of the non-standard fuel before 
it enters use in ship operations. Experimental testing of the 
fuel is most often carried out on specially designed small-
scale engine stands, which imitate the essential design and 
parametric features of a real object [5] [15] and, very rarely, 
on full-size marine engines [4] [16].

In order to carry out a comparative analysis of the impact of 
various types of modified marine fuels on the energy state of 
a diesel research engine (in terms of its performance, efficiency 
and chemical emissivity of exhaust gases), parametric tests 
should be conducted according to the established program. 
The methodology for carrying out this type of research 
was developed at the Department of Ship Power Plant in 
the Gdańsk University of Technology [6]. This research 
makes it possible to determine the nature of the impact of 
the elemental composition and the calorific and ignition 
properties of the applied fuel on the selected performance and 
emission parameters of the research engine. It also enables 
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determination of the position of the fuel when ranking 
the usable quality of the previously tested marine fuels [5]. 
Engine tests are preceded by the proper preparation of a fuel 
sample, delivered by the manufacturer (or shipowner) in an 
appropriate amount; this includes its purification and initial 
assessment of the combustion process quality in the bomb 
calorimeter [20].

After completing the program of parametric tests on the 
laboratory engine powered by the tested marine fuel, direct, 
optical assessment (verification) of its technical condition 
should be started, in terms of the injection apparatus, as well 
as working space. Until then, the engine should be started 
several times from a cold state, with manual switching of the 
fuel fed system from distillate fuel to the modified marine 
fuel under test (and vice versa). The engine should be also 
loaded according to the propeller or regulator characteristics 
in the adjusted range of torque and crankshaft rotational 
speed variations. The structural verification of the engine 
should be carried out after at least 20 hours running time. 

First, the injector and the injection pump should be 
removed from the engine, which are subjected to further 
diagnostic examinations on specialised test beds, and then 
disassembled and optically verified, particularly their precise 
couples (friction nodes) [6].

In the last stage of the research, an endoscopic assessment 
of the working space and technical state of the engine is 
carried out, in accordance with the previously developed 
methodology for conducting this type of diagnostic test [5].

REsEARcH METHODOLOGY  
AND AppLIED MEAsURING AppARATUs

Detection of the material surface defects of elements 
limiting the working spaces of a piston internal combustion 
engine, by means of optical and digital endoscopes, is one 
of the youngest methods of technical diagnostics [2] [12]. 
Today this kind of measuring apparatus is widely applied to 
the operation of automotive engines [8]. Its high diagnostic 
efficiency is also known, in terms of industry and marine 
engine operation [3] [18]. This is particularly important in 
the early stages of their development, when the observed 
parameters of the diagnostic systems are not sufficiently 
sensitive to changes in the state of the surface layers. On the 

basis of the nature and size of the identified surface defects 
and damage, it is not only possible to assess the technical 
condition of directly accessible structural elements of the 
engine’s working space, but also (indirectly) to assess the 
technical condition of those structural elements of the engine 
that are not directly accessible and which cooperate with 
workspaces. Thus, on the basis of the endoscopic examination 
of the cylinder surface and the nature of the surface defects 
detected on it, an indirect diagnosis can be made regarding 
the technical condition of the ring or guiding part of the 
piston, although it is not possible to make a direct endoscopic 
assessment of the technical condition of these areas of the 
piston. The basic condition for reliable endoscopic diagnoses 
of the technical condition of engine working spaces is the 
ability to make, not only a qualitative, but also a quantitative, 
assessment of the detected surface defects. Digital endoscopy 
brings completely new possibilities in this regard. Digital 
image analysers, cooperating with the ‘StereoProbe’, 
‘ShadowProbe’, ‘Laser-Dots’ and ‘PhaseProbe’ measuring 
heads, allow for digital processing of stereoscopic effects, 
which enables dimensioning of the seen images of surface 
defects in such a way that they give the impression of quasi-
three-dimensionality, with their depth, solidity and mutual 
arrangement (Fig. 1). Analysis of the literature on the subject 
indicates that there is a great importance for the diagnosis 
of such a method of identifying damage. On the basis of 
the available statistical data and the results of the author’s 
own research, it can be concluded that the application of 
endoscopic methods can now detect most of the operational 
damage to the working spaces of the engine (also identified 
by other diagnostic methods).

The qualitative (optical) and quantitative (digital) 
assessment of the technical condition of the working space 
of a Farymann Diesel D10 type single-cylinder diesel research 
engine with a pre-combustion chamber, presented in this 
article, was carried out using the Everest XLG3 type industrial 
video endoscope equipped with a ‘ShadowProbe’ measuring 
head [17]. Endoscopic diagnostic examinations were aimed 
at estimating the intensity of the degradation process of 
an engine’s structural elements under feeding conditions 
with various types of distillation and residual marine fuels, 
including low-sulphur, modified (blended) ones [6]. So far, six 
different low-sulphur marine fuels have been tested; the basic 
physical and chemical properties are summarised in Table 1.

    a)     b)

Fig. 1. Endoscopic image of crack in the cylinder liner of the Bukh Diesel E100 engine, dimensioned with the ‘Shadow’ 
method: a) step of the cracked cylinder surface layer – 8.30 mm, b) length of the step crack – 4.38 mm
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Tab. 1. Measurement results of elemental composition, as well as energy and 
ignition properties, of the considered low-sulphur marine fuels 

PARAMETER MGO MDO RMD
80/L

RMD
80/S

RME
180

RMG
380

The content of carbon C, % m/m 86.26 86.63 86.14 86.54 86.12 86.10

The content of hydrogen H, % m/m 11.10 11.20 11.72 11.75 11.80 11.90

The content of nitrogen N, % m/m 0.05 0.04 0.027 0.02 0.02 0.02

The content of sulphur S, % m/m 0.09 0.008 0.028 0.10 0.01 0.01

Gross calorific value, MJ/kg 46.20 45.68 46.01 45.41 46.19 46.03

Net calorific value, MJ/kg 43.23 42.70 43.04 42.44 43.20 43.08

Cetane Number (CN) / Calculated Carbon Aromaticity Index (CCAI) 57.2 51.0 755.0 791.0 750.0 747.0

Density at 15oC, kg/m3 827.1 820.0 872.7 885.0 878.7 884.5

Kinematic viscosity at 40oC (dist.) / 50 C (res.), mm/s 2.99 2.37 77.83 16.48 165.30 308.00

During the endoscopic examination, special attention 
was paid to the cleanliness of the whole working space. 
In addition, one should pay attention to the presence of 
surface corrosion and erosion defects, as well as products 
of incomplete fuel combustion on the piston crown, bottom 
plate of the cylinder head, cylinder liner surface and on the 
valve heads and seats (faces).

Figure 2 shows a general view of the XLG3 video endoscope 
ready for usage. This device comprises a complex diagnostic 
system and enables the inspection of the internal spaces of 
the engine through existing or specially made technological 
openings, with a diameter of at least 7 mm. The XLG3 was 
equipped with a replaceable inspection probe with the 
following parameters: diameter 6.1 mm, length 3.0 m. The 
probe tip was controlled by a joystick located on the handle 
(articulation control, with electronic position lock function 
and automatic return to the straightened position of the probe) 
and allowed the probe to be bent by 120° in any direction 
(up-down / left-right).

The optical image was converted into an electronic image by 
means of a CCD SUPER HEAD TM camera, with a diameter 
of 4.2 mm and a resolution of 440,000 pixels, placed in the 
head of the speculum. This provided continuous digital zoom 
and left-right image reversal. The digital recording of the 
colour image was sent via the transmission rail (signal wires) 
of the inspection probe to the central unit of the endoscopic 
set. Then, the image ‘passed’ through digital processors 
and was sent to the LCD monitor mounted in the handle 
of the video probe, above the manual panel. The inspection 
probe of the video endoscope has replaceable tips, enabling 
observation in the frontal and lateral sectors at different angles 
and, because of this, the possibility of manually inspecting the 
internal spaces of the engine are significantly increased. It is 
also possible to replace the lenses of the speculum head from 
standard to measuring ones in operating conditions, without 
the need for additional tools and breaks in testing. This way 
of dimensioning surface defects by means of the ‘Shadow’ 
method (or any other) is ensured; the probe is protected 
against mechanical damage by an external tungsten braid.

 

 
Fig. 2. General view of the Everest XLG3 measuring video endoscope ready for usage (Farymann Diesel D10 type research engine in the 

background): 1 - central unit, 2 - control panel, 3 - videoprobe handle with a manual panel and monitor, 4 - inspection probe, 5 - optical fibre of 

the object illumination, 6 - suitcase, 7 - transport (assembly) handle 

 

 The XLG3 video endoscope is equipped with a source of cold white light (a 75W HID 

discharge lamp - the arc tube), with a guaranteed life span of 1000 hours, which is placed in the 

device's housing. The light is white and the colour temperature of the light source is about 5000 K. 

The video endoscope application software enables the measurement of detected damage and 

surface defects using the ‘Shadow’ method, as well as digitally saving recorded images (photos 

and videos) in the following formats: BMP, JPG, and MPEG4. These can be saved in the internal 

memory (50 GB) or on a removable USB drive. 

 In order to gain access to the working space of the research engine, the injector was removed 

from the cylinder head and the sight glass probe of the video endoscope was introduced (Fig. 3 and 

4). Endoscopic examination should be carried out with special precautions. Failure to comply with 
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Fig. 2. General view of the Everest XLG3 measuring video endoscope ready 
for usage (Farymann Diesel D10 type research engine in the background): 

1 – central unit, 2 – control panel, 3 – videoprobe handle with a manual panel 
and monitor, 4 – inspection probe, 5 – optical fibre of the object illumination, 

6 – suitcase, 7 – transport (assembly) handle
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The XLG3 video endoscope is equipped with a source of 
cold white light (a 75W HID discharge lamp – the arc tube), 
with a guaranteed life span of 1000 hours, which is placed 
in the device’s housing. The light is white and the colour 
temperature of the light source is about 5000 K. The video 
endoscope application software enables the measurement 
of detected damage and surface defects using the ‘Shadow’ 
method, as well as digitally saving recorded images (photos 
and videos) in the following formats: BMP, JPG, and MPEG4. 
These can be saved in the internal memory (50 GB) or on 
a removable USB drive.

In order to gain access to the working space of the research 
engine, the injector was removed from the cylinder head and 
the sight glass probe of the video endoscope was introduced 
(Fig. 3 and 4). Endoscopic examination should be carried out 
with special precautions. Failure to comply with the basic 
procedures of conduct during the endoscopic examinations 
may result in the destruction of the video probe, damage 
to the structural elements of the engine, and, even, its 
complete immobilisation, as a result of accidental entry into 
the working spaces of the so-called ‘foreign objects’ (e.g. 
the cut end of the inspection probe). The most important 
principles and methodological recommendations, which must 
be categorically followed in order to ensure rational usage of 
the endoscopic system for diagnosing internal combustion 
engines, were described in the publication devoted to the 
operational diagnostics of marine engines [6].

a) b)
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of the video probe, damage to the structural elements of the engine, and, even, its complete 
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Fig. 3. View of the XLG3 manual endoscope panel with a visible image of the cylinder space of the Farymann Diesel research engine type D10 (a) 

way of inserting the inspection probe of the video endoscope into the research engine working space (b) 1 - inspection hole after removing the fuel 

injector, 2 - inspection probe 
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Fig. 3. View of the XLG3 manual endoscope panel with a visible image of the cylinder space of the Farymann Diesel 
research engine type D10 (a) way of inserting the inspection probe of the video endoscope into the research engine 

working space (b) 1 – inspection hole after removing the fuel injector, 2 – inspection probe
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Fig. 4. Longitudinal section of the cylinder head of the Farymann Diesel D10 engine with the marked place of entering the video 

endoscope inspection probe 

 

SURFACE DEFECT DIMENSIONING TECHNOLOGY 

 

The tip of the video endoscope's ‘Shadow’ inspection head is equipped with specialized 

optics, generating a straight-line shadow in the luminous flux (like a projector) on the surface of 

the examined element. The projection of the shadow takes place at a known angle of the sighting 

head in relation to the observed surface and a known angle of the observation sector. The shadow 

generated near the detected defect is then located and recorded by a CCD camera placed in the 

assembly head. The closer the inspection head is to the observed surface, the closer the shadow 

line is to the left hand side of the monitor screen. Since the position of the shadow generating the 

image on the matrix of the LCD monitor screen is known, it is possible to easily calculate the 

magnification of this image and determine the linear dimension of the distance between individual 

pixels, as well as the actual dimensions of the detected surface defects, from dependencies (1) and 

(2) (Fig. 5). 

Fig. 4. Longitudinal section of the cylinder head of the Farymann Diesel D10 
engine with the marked place of entering the video endoscope inspection probe

sURFAcE DEFEcT DIMENsIONING TEcHNOLOGY

The tip of the video endoscope’s ‘Shadow’ inspection head 
is equipped with specialized optics, generating a straight-line 
shadow in the luminous flux (like a projector) on the surface 
of the examined element. The projection of the shadow takes 

place at a known angle of the 
sighting head in relation to the 
observed surface and a known 
angle of the observation sector. 
The shadow generated near the 
detected defect is then located 
and recorded by a CCD camera 
placed in the assembly head. 
The closer the inspection head 
is to the observed surface, the 
closer the shadow line is to the 
left hand side of the monitor 
screen. Since the position of 
the shadow generating the 
image on the matrix of the 
LCD monitor screen is known, 
it is possible to easily calculate 
the magnification of this image 
and determine the linear 
dimension of the distance 
between individual pixels, as 
well as the actual dimensions 
of the detected surface defects, 
from dependencies (1) and (2) 
(Fig. 5).

The diagnostician confirms the position of the shadow 
line on the monitor matrix by superimposing the cursor line 
on the shadow (dashed line in Fig. 5). In this way, the digital 
coordinates of the shadow line are determined. In Fig. 5, the 
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digital position of the shadow line on the monitor matrix 
corresponds to X=150 pixels, counted from the left side of the 
screen. The calibration data of the applied measuring head, 
stored in the computer database of the video endoscope, show 
that this corresponds to the distance of the probe lens from 
the observed surface of (for this example) 20 mm.

 

 The diagnostician confirms the position of the shadow line on the monitor matrix by 

superimposing the cursor line on the shadow (dashed line in Fig. 5). In this way, the digital 

coordinates of the shadow line are determined. In Fig. 5, the digital position of the shadow line on 

the monitor matrix corresponds to X=150 pixels, counted from the left side of the screen. The 

calibration data of the applied measuring head, stored in the computer database of the video 

endoscope, show that this corresponds to the distance of the probe lens from the observed surface 

of (for this example) 20 mm. 

 
Fig. 5. Schematic diagram of the ’Shadow’ measurement method [19] 

 

The calculation algorithm of the video endoscope computer, by using simple 

trigonometric relationships for the field of view angle of the measuring head 50𝑜𝑜 (𝛼𝛼 = 50𝑜𝑜/2), 

determines the X1 coordinate on the monitor matrix from the equation: 

𝑋𝑋1 = 𝑡𝑡𝑡𝑡𝛼𝛼 ∙ 20 𝑚𝑚𝑚𝑚 = 𝑡𝑡𝑡𝑡25𝑜𝑜 ∙ 20 𝑚𝑚𝑚𝑚 = 9.32 𝑚𝑚𝑚𝑚       (1) 

Hence, the dimension W is: 

𝑊𝑊 = 2 ∙ 𝑋𝑋1 = 2 ∙ 9.32 𝑚𝑚𝑚𝑚 = 18.64 𝑚𝑚𝑚𝑚        (2) 
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The calculation algorithm of the video endoscope computer, 
by using simple trigonometric relationships for the field of 
view angle of the measuring head 50° (α = 50°/2), determines 
the X1 coordinate on the monitor matrix from the equation:
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For a given resolution of the LCD monitor matrix 
(X 640 pixels, which corresponds to a dimension of 18.64 mm), 
it can be determined, from the aspect ratio, that the distance 
between individual pixels is 0.029 mm. Therefore, the actual 
dimension of the detected surface defect L represents the 
distance between the dimensional cursors. This is calculated 
by multiplying the conversion factor of 0.029 mm/pixel by the 
number of pixels between the dimensional cursors marked 
by the diagnostician (vertical and horizontal coordinates), 
read by the computer from the monitor matrix.

The following measurement options are available in the 
‘Shadow’ method [19]: 
•	 length; 
•	 skew length; 
•	 multi-segment length, broken length (circumference); 
•	 distance of the point from the base line; 
•	 depth (protrusion); and
•	 diameter of the marked area (using a circular ruler).

A very important diagnostic advantage of the ‘Shadow’ 
method is the possibility of immediate resolution of 
doubts regarding the correct interpretation (unambiguous 
distinction) of surface defects, resulting in material loss or 
build-up. Diagnostic problems of this type accompany the 
assessment of the working spaces’ technical conditions within 

combustion engines. Due to 
optical and light effects, the 
usual contamination of the 
surface of the air or exhaust 
passages, in the form of mineral 
deposits or fuel combustion 
products (carbon deposits), is 
often interpreted as corrosive or 
erosive defects in the structural 
material. Figure 1 shows that 
such doubts are easily resolved 
by the nature of the shadow 
line deviation observed on the 
video endoscope monitor. The 
surface indentation (the greater 
distance of the speculum head 
to the surface) is accompanied 
by a refraction and shift of the 

shadow line to the right hand side of the screen, whilst its 
convexity (its greater approximation to the speculum head) 
comprises refraction and a shift of the shadow line to the left 
hand side of the screen. Figure 1a shows an example of the 
result of measuring the depth of a concave surface profile of 
a crack in the cylinder surface, made with the Everest XLG3 
video endoscope. In turn, for the measurement of the crack 
length (Fig. 1b) of 4.38 mm, the accuracy index is 12.7, which 
corresponds to a measurement error of 0.1 mm. The method of 
determining the accuracy index of the measurements carried 
out is shown in Fig. 6.  

a) b)

 

the left hand side of the screen. Figure 1a shows an example of the result of measuring the depth of 

a concave surface profile of a crack in the cylinder surface, made with the Everest XLG3 video 

endoscope. In turn, for the measurement of the crack length (Fig. 1b) of 4.38 mm, the accuracy 

index is 12.7, which corresponds to a measurement error of 0.1 mm. The method of determining 

the accuracy index of the measurements carried out is shown in Fig. 6.   

a)               b) 

 
Fig. 6. The method of determining the measurement error from the measurement accuracy index using the’Shadow’ method: a) 

measurement of the distance and skew length; b) depth measurement (protrusion) [19] 

 

It should also be taken into account that in the ‘Shadow’ method, the measurement of the 

depth (protrusion) of the surface profile is only possible along the shadow line generated 

perpendicular to the tested surface. 

The ‘shadow’ method is particularly characterised by the utilitarian values confirmed in 

diagnostic examinations of marine engines, as well as high accuracy, which (while maintaining the 

required measurement conditions) might reach 95% [17]. The most important factor of high 

measurement accuracy is the maximum approximation of the speculum head to the tested surface 

(the shadow line moves to the left as it approaches the surface of the speculum head) and 

maintaining the position of the speculum head perpendicular to this surface (the shadow line runs 

perpendicular to the base of the monitor’s screen). 

 

RESULTS AND DISCUSSION 

 Accuracy index 

Accuracy index 

Fig. 6. The method of determining the measurement error from the 
measurement accuracy index using the’Shadow’ method: a) measurement of 

the distance and skew length; b) depth measurement (protrusion) [19]

It should also be taken into account that in the ‘Shadow’ 
method, the measurement of the depth (protrusion) of the 
surface profile is only possible along the shadow line generated 
perpendicular to the tested surface.

The ‘shadow’ method is particularly characterised by the 
utilitarian values confirmed in diagnostic examinations 
of marine engines, as well as high accuracy, which (while 
maintaining the required measurement conditions) 
might reach 95% [17]. The most important factor of high 
measurement accuracy is the maximum approximation of the 
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a) Piston head with visible identification number b) Cylinder sliding surface in the vicinity of BDC – traces of abrasive wear, 
no traces of the liner ‘honing’

 

  
c) Piston crown - visible traces of carbon deposits (1) and scratches 

on the surface (2) 
d) Bottom plate of the cylinder head  with valve seats 
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c) Piston crown – visible traces of carbon deposits (1) and scratches on the 
surface (2)

d) Bottom plate of the cylinder head  with valve seats

speculum head to the tested surface (the shadow line moves to 
the left as it approaches the surface of the speculum head) and 
maintaining the position of the speculum head perpendicular 
to this surface (the shadow line runs perpendicular to the 
base of the monitor’s screen).

REsULTs AND DIscUssION

Before the video endoscope can begin recording, the 
appropriate optical lens on the sight glass head of the 
inspection probe has to be installed. Two optical lenses are 
used for engine examinations:
•	 standard probe XLG3T61120FG type, 6.1 mm in diameter, 

straight-on observation, 120° field of view and 5-100 mm 
depth of field;

•	 measuring ShadowProbe XLG3TM6150FG type, with 
a diameter of 6.1 mm, straight ahead observation, angle 
of view 50° and depth of field 12–30 mm.
Each endoscopic examination of the engine begins with 

a  standard lens, while the detected surface defects are 
identified with a measuring lens. During the examination, 
special attention should be paid to the condition of the valve 
heads and seats, as well as the condition of the internal 
surfaces of the cylinder liner (surface layer), as well as the 
piston head and bottom. The recorded results (endoscopic 
images) are related to the reference state of the working space 
of the research engine fed with MDO fuel, for each test of 
a new type of low-sulphur marine fuel (Fig. 7). Additionally, 
a comparative analysis of endoscopic images of the same 
structural elements of the engine working space is carried out, 
being recorded immediately before and after the parametric 
tests of the marine fuel (Fig. 8).
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As a result of endoscopic examinations of the research 
engine in the reference condition, the following were found:
•	 the presence of longitudinal traces of slight abrasive wear 

of the cylinder liners
•	 (microslicings, scratchings, ploughings); 
•	 the presence of small surface defects on the piston crown 

(mainly scratchings);
•	 slight deposits of impurities (mainly soot) on the bottom 

plate of the cylinder head, as well
•	 as on the surfaces of the cylinder’s intake and exhaust 

valve heads. 
The quality of the combustion process is reflected in the 

technical condition of the surfaces limiting the working 
space of the research engine. For example, as a result of the 
parametric tests while using low-sulphur MGO distillate fuel, 
significantly exceeded emissions of unburnt hydrocarbons and 
carbon monoxide were found. This diagnostic symptom proves 
its incomplete combustion [5]. Comparing the endoscopic 
examination results recorded for the engine working space 
carried out immediately before and after parametric tests, 

an increased amount of soot and ash is evident on the piston 
crown, bottom plate of the cylinder head and valve heads 
(Fig. 8). These are unambiguous symptoms of an incorrect 
fuel dose or injection advance angle, which indicate the 
need for engine adjustment. However, no additional surface 
defects were detected and earlier traces of abrasive, corrosive 
and erosive wear identified on the cylinder liner surface (i.e. 
at the beginning of the research engine operation) were 
conservative. Interestingly, the working space of the engine 
was self-cleaned of soot after switching to a different type of 
low-sulphur residual RMG380 marine fuel, with significantly 
lower chemical emissivity of exhaust gases [5] (Fig. 9). The 
registered results of the engine’s endoscopic examinations 
were verified during direct inspection of its working space, 
after removal of the cylinder head at the end of the whole 
testing program for all marine fuels, see Fig. 10. The results 
confirmed the satisfactory technical condition of the engine, 
without any symptoms of destructive impacts on its structure 
from any of the tested low-sulphur marine fuels (apart from 
carbon deposits). 
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c) Piston crown – identification numbers visible d) Piston crown – thick layer of soot, identification numbers not 

visible (visible trace after moving the video endoscope probe) 

  
e) Bottom plate of the cylinder head – ajar outlet valve, closed inlet 

valve  
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g) Fuel injector spray tip fitted immediately prior to parametric 
examinations 
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Fig. 8. Endoscopic image of the cylinder working space (a–l) and view of the fuel injector spray tip (g–h) of the Farymann Diesel D10 
research engine before and after parametric examinations in the conditions of feeding MGO type marine fuel 
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FINAL REMARKs AND cONcLUsIONs

On the basis of the results recorded from the endoscopic 
examinations of the laboratory diesel engine after the 
completion of the entire testing program for low-sulphur 
marine fuels, it can be concluded that the technical condition 
of the available structural elements limiting its working space 
is satisfactory. The condition did not undergo significant 
changes under the influence of changes in the elemental 
composition of the fuel or the additives used to improve its 
lubricity. Also, changes in temperature and viscosity, during 
the implementation of transient processes in particular (e.g. 
rapid changes in a fuel dose during engine running), did not 
result in noticeable wear of the surface layers of the available 
structural elements of the working space. The detected surface 
defects, in the form of carbon deposits, indicate the need to 
adjust the fuel dose and the injection advance angle.
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AbstrAct

A hybrid energy system (HES) including hydrogen fuel cell systems (FCS) and a lithium-ion (Li-ion) battery energy 
storage system (ESS) is established for hydrogen fuel cell ships to follow fast load transients. An energy management 
strategy (EMS) with hierarchical control is presented to achieve proper distribution of load power and enhance system 
stability. In the high-control loop, a power distribution mechanism based on a particle swarm optimization algorithm 
(PSO) with an equivalent consumption minimization strategy (ECMS) is proposed. In the low-level control loop, an 
adaptive fuzzy PID controller is developed, which can quickly restore the system to a stable state by adjusting the PID 
parameters in real time. Compared with the rule-based EMS, hydrogen consumption is reduced by 5.319%, and the 
stability of the power system is significantly improved. In addition, the ESS degradation model is developed to assess 
its state of health (SOH). The ESS capacity loss is reduced by 2% and the daily operating cost of the ship is reduced by 
1.7% compared with the PSO-ECMS without considering the ESS degradation.

Keywords: Hydrogen fuel cell ship, Energy management, Fuzzy PID, Equivalent energy consumption minimum, Energy storage system 
degradation

INTRODUCTION

The data show that international shipping released about 
796 million tons of CO2 in 2012. As a result, the International 
Maritime Organization has developed regulations to reduce 
CO2 emissions from ships [1, 2]. Therefore, all-electric ships 
with fuel cells and energy storage systems have gained great 
attention in various countries due to their high efficiency, 
but chiefly their pollution-free characteristics have to be 
underlined [3]. Hydrogen fuel cells are now widely used in 
the fuel cell vehicle industry, but their application in the 
marine industry is still in its infancy. However, this trend is 
expected to grow in the future [4]. 

The power distribution mechanism is the core part of the 
HES, and can coordinate the output power of power sources 
and improve power system stability. Intelligent algorithms 
such as the sine and cosine algorithm, model predictive 
control, and deep reinforcement learning algorithm are being 
implemented to achieve a reasonable distribution of the load 
power among different power sources. For example, Mehdi et 
al. [5] developed a zero-emission ship model with FCS, Li-ion 
batteries, as well as shore power, in addition to proposing an 
EMS based on an improved sine and cosine algorithm. The 
objective is to reduce hydrogen consumption and prolong the 
lifetime of the power sources. In [6], the authors proposed 
a controller consisting of an intelligent algorithm, filters, 

https://orcid.org/0000-0001-7216-7297
https://orcid.org/0000-0003-0888-4763
https://orcid.org/0009-0000-6483-7553
https://orcid.org/0000-0001-7042-1503
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and state logic control for a ship with a gas turbine, battery, 
and supercapacitors (SUC) to achieve real-time control. In 
[7, 8], a multi-objective deep reinforcement learning-based 
algorithm is presented for an emission-free ship to optimize 
the load power allocation among the FCS and ESS. In [9], the 
authors developed a nonlinear ship model considering the sea 
state and weather, with the model predictive control being 
used to solve the optimization problem. In [10], the authors 
argue that the parameters of the hybrid ESS are critical for 
the power system. So recursive least squares are applied for 
online parameter identification and the model predictive 
control is used to share the load power between the battery 
and SUC. In [11], the output power of the FCS and battery 
is determined by minimizing the operation cost. In [12], to 
reduce the ESS capacity loss, a deep reinforcement learning 
algorithm is used to jointly optimize the ESS sizing and power 
distribution mechanism.

The control methods of DC/DC converters have been 
optimized to improve the stability of the power system. In 
[13], the authors proposed a controller for DC/DC converters 
based on a sliding mode control and PI control to minimize 
bus voltage fluctuations. In [14], a bus voltage control method 
based on drop control is proposed. This method solves the 
voltage drop by adding the voltage correction value to the 
reference voltage. In [15], the authors present an adaptive 
fuzzy logic controller, and it can be adapted to different 
operation conditions by adjusting the parameters in real time.

For ship power systems, the EMS consists of two key 
aspects: the power distribution mechanism and the controller 
for the DC/DC converter; however, most articles focus on 
one aspect alone and ignore the impact of ESS degradation 
on the power system. Therefore, an EMS with hierarchical 
control is proposed in this paper. 

STRUCTURE AND MODEL OF FUEL 
CELL SHIP

POWER SYSTEM STRUCTURE

For the article purpose, the conventional radial distribution 
architecture is considered. It is assumed that the system 
consists of 2×135 kW hydrogen FCS, 2×550 V/100Ah ESS, 
which can be currently bought on the market, completed by 
converters, control units, propulsion load, and hotel load. 
The topology of the analyzed shipboard power system (SPS) 
is shown in Fig. 1. As the FCS suffers from a slow dynamic 
response, it requires a couple with ESS, which is applied for 
covering the fast load variations [16]. During the period of 
high load power, to meet the load power requirement, the 
output power of the FCS and ESS is greater than zero. During 
the period of low load power, the ESS absorbs excess energy 
to maintain the bus voltage stability [17]. During the entire 
operation, the ESS has two states, charging and discharging. 
It is connected to a boost/buck DC/DC converter. Since the 

FCS does not absorb energy from the system, it is connected 
to a boost DC/DC converter.

According to the FCS data, when the rated power of the 
fuel cell system is 135kW, the optimal output power during 
operation is in the range of 27 kW-120 kW. Both low and 
high operating conditions will cause incomplete chemical 
reactions and subsequent damage to the reactor, resulting in 
a shortened lifetime. Therefore, for subsequent analyses the 
minimum output power of the fuel cell system is set to 27kW.

The energy storage system (ESS) is to account for the fast 
load variation. For subsequent analyses, it was assumed that 
the peak load will equal to 110 kW and single ESS should 
meet this demand. Therefore, according to recommendation 
ref. [18], the nominal energy of single ESS was set to 55 kWh.

Fig. 1. The topology of the SPS

FC model
The equivalent circuit of a fuel cell (FC) is shown in Fig. 2 

and the expression of the fuel cell output voltage is shown 
in Eq. (1) [19].
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where Vfc and ifc are the output voltage and output current of the fuel cell respectively. Eoc is the open 
circuit voltage, N is the number of cells, Td is the response time and Rohm represents the internal 
resistance. 
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Li-ion battery model 
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𝑑𝑑𝑑𝑑 𝑈𝑈𝐶𝐶 = 𝑖𝑖𝐵𝐵 −

𝑈𝑈𝐶𝐶
𝑅𝑅2

𝑈𝑈𝐵𝐵 = 𝑈𝑈𝑂𝑂𝐶𝐶 − (𝑈𝑈𝐶𝐶 + 𝑖𝑖𝐵𝐵𝑅𝑅1)
                   (2) 

where R1 is the ohmic resistance, R2 is the polarization resistance, UC is the polarization voltage. UB 
and iB are the output voltage and output current of the Li-ion battery, Uoc is the open circuit voltage 
of the Li-ion battery. 

(1)

where Vfc and ifc are the output voltage and output current of 
the fuel cell respectively. Eoc is the open circuit voltage, N is the 
number of cells, Td is the response time and Rohm represents 
the internal resistance.
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where R1 is the ohmic resistance, R2 is the polarization 
resistance, UC is the polarization voltage. UB and iB are the 
output voltage and output current of the Li-ion battery, Uoc 
is the open circuit voltage of the Li-ion battery.
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THE ESS DEGRADATION MODEL

The methods for assessing the SOH include physical model-
based methods, semi-empirical life models, and data-driven 
methods [21]. The ESS must be replaced when its actual 
capacity is 80% of the rated capacity. The semi-empirical 
long-term cycle life model is developed in [22]. In this paper, 
an ESS degradation model based on the semi-empirical life 
model is developed to calculate the loss of ESS capacity.
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where m is a constant, E is the activation energy, and both of them are linearly related to the current 
rate (Crate). R is the gas constant. It is assumed that the operating voltage of the ESS is stable at the 
rated value and the temperature (T) is kept constant during the operation, q is the amount of charge 
absorbed and released by the ESS per unit of time. Cpower is the cost per unit power of the ESS 
($200/kW). Ccapacity is the cost per unit capacity of the ESS ($125/kWh). Closs is the ESS capacity 
loss cost. ESSint is the installation cost of the ESS. The values of the parameters are listed in Table 1 
[23]. 

Table 1. The parameters for ESS degradation model 

Parameter Value 
Crate 2C 
m 19300 
E -31000 
R 8.31 J/mol/K 
T 25℃ 
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where m is a constant, E is the activation energy, and both 
of them are linearly related to the current rate (Crate). R is the 
gas constant. It is assumed that the operating voltage of the 
ESS is stable at the rated value and the temperature (T) is 
kept constant during the operation, q is the amount of charge 
absorbed and released by the ESS per unit of time. Cpower is 
the cost per unit power of the ESS ($200/kW). Ccapacity is the 
cost per unit capacity of the ESS ($125/kWh). Closs is the ESS 
capacity loss cost. ESSint is the installation cost of the ESS. The 
values of the parameters are listed in Table 1 [23].
Tab. 1. The parameters for ESS degradation model

Parameter Value

Crate 2C

m 19300

E -31000

R 8.31 J/mol/K

T 25°C

ENERGY MANAGEMENT STRATEGY

The EMS with hierarchical control presented in this paper 
involves two layers of control loops: the high-level control loop 
realizes the reasonable distribution of load power between 
different power sources depending on the load power and 
the state of charge (SOC) of the ESS; the low-level control 
loop suppresses power system fluctuations by controlling the 
DC/DC converter. The overall structure diagram is shown 
in Fig. 4.

Fig. 4. Hierarchical control structure
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HIGH-LEVEL CONTROL

In the high-level control loop, two power distribution 
mechanisms are designed:

(i) A power allocation mechanism based on the Support 
Vector Machine (SVM); (ii) An equivalent consumption 
minimization strategy (ECMS) based on PSO.

The core idea of the ECMS is to equate the energy demand 
of the ESS with the same amount of hydrogen consumption, 
which is regarded as indirect hydrogen consumption. The 
energy demand of the hydrogen FCS is direct hydrogen 
consumption. The model is solved to minimize the total 
hydrogen consumption [24]. The algorithm flow chart of the 
PSO-ECMS is shown in Fig. 5. The instantaneous hydrogen 
consumption can be defined as the following formula:

The EMS with hierarchical control presented in this paper involves two layers of control loops: 
the high-level control loop realizes the reasonable distribution of load power between different 
power sources depending on the load power and the state of charge (SOC) of the ESS; the low-level 
control loop suppresses power system fluctuations by controlling the DC/DC converter. The overall 
structure diagram is shown in Fig. 4. 
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 𝑚𝑚𝑚𝑚𝑚𝑚𝐽𝐽𝐻𝐻2,𝑒𝑒𝑒𝑒𝑒𝑒(𝑡𝑡) = 𝐶𝐶𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑒𝑒 × ∑ (𝑚𝑚𝑓𝑓𝑝𝑝𝑓𝑓𝑝𝑝(𝑡𝑡) +𝑚𝑚𝐸𝐸𝐸𝐸𝐸𝐸𝑝𝑝(𝑡𝑡))2

𝑝𝑝=1

𝑚𝑚𝑓𝑓𝑝𝑝𝑓𝑓𝑝𝑝(𝑡𝑡) = 𝑃𝑃𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓(𝑡𝑡)
𝐿𝐿𝐻𝐻𝐿𝐿𝜂𝜂𝑓𝑓𝑓𝑓𝑓𝑓(𝑡𝑡)

𝜂𝜂𝑓𝑓𝑝𝑝𝑓𝑓 = (−0.1123 × 𝑃𝑃𝑓𝑓𝑝𝑝𝑓𝑓 + 54.1)/100
𝑚𝑚𝐸𝐸𝐸𝐸𝐸𝐸𝑝𝑝(𝑡𝑡) = 𝑛𝑛(𝑡𝑡)

𝐿𝐿𝐻𝐻𝐿𝐿 𝑃𝑃𝐸𝐸𝐸𝐸𝐸𝐸𝑝𝑝(𝑡𝑡)𝑝𝑝(𝑆𝑆𝑆𝑆𝐶𝐶)

              (6) 

where Cprice is the price of hydrogen ($4.5/kg); n(t) is the equivalence factor, which serves to convert 
the electrical energy consumed by the ESS into an equivalent amount of hydrogen consumption, 
p(SOC) is the penalty factor, which is used to ensure that the SOC remains in a specific range. ηfcs(t) 
is the efficiency of the FCS at time t, the relationship between the output power and efficiency of 
the FCS is shown in Fig. 6. Pfcs(t) is the output power of the hydrogen FCS at time t; LHV is the low 
heat value of hydrogen (120MJ/kg); PESS(t) is the output power of the ESS at time t. 

n(t) = 1− 2𝜇𝜇 × [ 𝐸𝐸𝑆𝑆𝑆𝑆(𝑡𝑡)
𝐸𝐸𝑆𝑆𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚+𝐸𝐸𝑆𝑆𝑆𝑆𝑚𝑚𝑓𝑓𝑚𝑚

− 0.5]                        (7) 

p(SOC) = 1− [𝐸𝐸𝑆𝑆𝑆𝑆(𝑡𝑡)−𝐸𝐸𝑆𝑆𝑆𝑆𝑡𝑡𝑚𝑚𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝐸𝐸𝑆𝑆𝑆𝑆𝑚𝑚𝑚𝑚𝑚𝑚−𝐸𝐸𝑆𝑆𝑆𝑆𝑚𝑚𝑓𝑓𝑚𝑚

]
3

                         (8) 

where μ is the equilibrium coefficient; SOCmax, SOCtarget, and SOCmin are the maximum, target, and 

(6)

where Cprice is the price of hydrogen ($4.5/kg); n(t) is the 
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where μ is the equilibrium coefficient; SOCmax, SOCtarget, and 
SOCmin are the maximum, target, and minimum values of 
the SOC respectively. When SOC>SOCtarget and p(SOC)<1, 
the cost of ESS energy is lower and the ESS is biased towards 
discharge; when SOC>SOCtarget and p(SOC)>1, the cost of ESS 
energy increases and the ESS is biased towards charging.
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The output power of ESS1 and ESS2 are determined 
according to Eq. (15) and Eq. (16).

            𝑃𝑃𝐸𝐸𝐸𝐸𝐸𝐸1,𝑟𝑟𝑟𝑟𝑟𝑟 = {
𝐸𝐸𝑆𝑆𝑆𝑆1

𝐸𝐸𝑆𝑆𝑆𝑆1+𝐸𝐸𝑆𝑆𝑆𝑆2
× 𝑃𝑃𝐸𝐸𝐸𝐸𝐸𝐸 ,𝑃𝑃𝐸𝐸𝐸𝐸𝐸𝐸 > 0

|𝐸𝐸𝑆𝑆𝑆𝑆1−𝐸𝐸𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡|
|𝐸𝐸𝑆𝑆𝑆𝑆1−𝐸𝐸𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡|+|𝐸𝐸𝑆𝑆𝑆𝑆2−𝐸𝐸𝑆𝑆𝑆𝑆𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡|

× 𝑃𝑃𝐸𝐸𝐸𝐸𝐸𝐸 ,𝑃𝑃𝐸𝐸𝐸𝐸𝐸𝐸 < 0
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the error and the rate of change of the error as input, and 
corrects the control parameters of the PID in real time by 
fuzzification, fuzzy inference machine, and defuzzification so 
that the controller has good dynamic and static characteristics. 
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Tab. 2. The parameters for AFPID

e ec ΔKP ΔKI ΔKD

Fuzzy 
domains

[-2,6] [-4,4] [0,6] [6,12] [0,6]

Quantization 
factors

0.05 0.01 29 30 5

Affiliation 
function

Triangles Triangles
NB/PB is 

Gaussian, the 
rest is triangular

Triangles Triangles

RESULT

The EMS with hierarchical control is verified using Matlab/
Simulink software, and the main parameters of the model 
are shown in Table 3.

For further analyses, authors assumed that the considered 
load profile would correspond to the load profile registered 
onboard of the hydrogen fuel cell passenger ship “Alsterwasser” 
[25]. There are four operation states during the voyage, namely, 
cruising, docking, anchoring and sailing (accelerating). 
However, this paper focuses on the effect of load fluctuation 
on the ship power system, so only the docking and sailing are 
considered, when the high load variations and peak values 
are observed. The load profiles for the considered states are 
shown in Fig. 9 [25]. According to the ship operation profile, 
there are ten such states during one hour. For anchoring state 
the load is low and for cruising it is constant, more or less 
40 kW. Finally, during the docking phase, the load power 
fluctuates in a wide range, and the peak load power reaches 
a maximum during the sailing phase.
Tab. 3. The main parameters of the model

Parameter Value

FCS

Pfcs,min 27 kW

Pfcs,max 137.5 kW

Pfcs,rate 135 kW

Power ramp rate limit of FCS ±4.24 kW/s

 ESS

Nominal voltage/capacity 550V/100Ah

PESS,max 110 kW

SOCmax 100%

SOCmin 30%

SOCtarget 80%

Fig. 9. Load profile 

COMPARISON OF THE DIFFERENT POWER 
DISTRIBUTION MECHANISMS

SVM
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The output power of the power sources and the SOC of the 
ESS are shown in Fig. 10. Fig. 10(a) and Fig. 10(b) indicate 
that the output power of FCS1 fluctuates greatly since the 
SVM fails to consider the characteristics of the hydrogen 
FCS, which will reduce its lifetime. The load power does not 
exceed the maximum output power of FCS1, ESS1, and ESS2, 
so during the entire operation the FCS2 works with constant 
output power of 27 kW, according to control (Fig. 7). Finally, 
the energies provided by FCS1 and FCS2 are 1.1 kWh and 
0.65 kWh, respectively.

The initial values of the SOC of ESS1 and ESS2 are the 
same, so the output power curves of ESS1 and ESS2 are 
the same. The average output power of ESS1 and ESS2 is 
smaller during the entire operation. The results indicate that 
the power distribution mechanisms based on SVM do not 
consider the characteristics of each power source and cannot 
achieve optimal power distribution. When the output power 
of the ESS is greater than zero, it implies a release of energy 
and vice versa. From Fig. 10(c), the SOC of ESS1 and ESS2 
fluctuates within the bounded range and the final SOC of 
ESS1 and ESS2 is 79.52%.

Fig. 10. (a) FCS output power; (b) ESS output power; (c) SOC of the ESS

PSO-ECMS without considering ESS degradation
The output power of the power sources and the SOC of 

the ESS are shown in Fig. 11. From Fig. 11(a), FCS1 and FCS2 
operate in the highest efficiency range and the output power 
does not fluctuate greatly over the entire operation. During 
the docking phase, the PSO-ECMS can control the rate of 
change of the FCS output power, so the output power curve 
of the FCS is smoother and the peak output power of FCS1 
reduces by 50.6% compared with SVM, which can prolong 
the lifetime of the FCS. From Fig. 11(b), due to the ESSs being 
used to track the fast load variations, the output power of ESS1 
and ESS2 fluctuate greatly during the operation. Fig. 11(c) 
shows that, during the docking phase, the load power is 
lower. During this period, ESS1 and ESS2 are charging for 
more periods, so the SOC reaches the maximum value after 
the docking phase ends. During the sailing phase, the load 

power reaches its maximum, and the output power of ESS1 
as well as ESS2 reaches peak values. Therefore, the SOC keeps 
falling. The final SOC of ESS1 and ESS2 is 79.5% and 79.38%, 
respectively. Both of these values are close to the target SOC.

Fig. 11. (a) FCS output power; (b) ESS output power; (c) SOC of the ESS

PSO-ECMS considering ESS degradation
The loss of ESS capacity is calculated based on its output 

power. From Fig. 12(a) and Fig. 12(b), it is clear that, although 
the output power of FCS1 and FCS2 does not fluctuate greatly 
when considering the ESS degradation, it has been rising 
slowly to reduce the output power of the ESS. Hence, the 
average output power of the FCS is higher compared with 
PSO-ECMS when ESS degradation is not considered. From 
Fig. 12(c), during the docking phase, the ESS SOC keeps 
increasing. However, during the sailing phase, the SOC of the 
ESS is smoother. This indicates that the output power of the 
ESS is smaller, which can reduce the ESS capacity loss. The 
SOC fluctuates within a reasonable range and the final SOC 
of ESS1 and ESS2 is 79.8% and 79.63%, respectively. Both of 
them are approximated target values.

Fig. 12. (a) FCS output power; (b) ESS output power; (c) SOC of the ESS
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The hydrogen consumption
Fig. 13(a) indicates the hydrogen consumption increase 

since the SVM-based power allocation mechanism is 
an empirical rule-based approach. Although hydrogen 
consumption is lower during some periods, it cannot achieve 
the global optimum. The hydrogen consumption is 101.7 g 
in one cycle and the operation cost is $0.45765 with SVM. 
From Fig. 13(b), the PSO-ECMS-based power allocation 
mechanism makes the hydrogen FCSs feed the remaining 
energy back to the ESS during the docking phase, so the 
instantaneous hydrogen consumption is higher in some 
periods. During the sailing phase, the energy stored in the 
ESS is effectively utilized, and the instantaneous hydrogen 
consumption is low. Without considering ESS degradation, 
the hydrogen consumption is 96.29 g in one cycle and the 
operation cost is $0.4333 with the PSO-ECMS. Compared 
with SVM, the operation cost reduces by 5.319%. Fig. 13(c) 
indicates that the hydrogen consumption is 99.63 g in one 
cycle and the operation cost is $0.44833 with the PSO-ECMS 
when considering the ESS degradation. Compared with SVM, 
the operation cost reduces by 2%.

Fig. 13. (a) Hydrogen consumption of SVM; (b) Hydrogen consumption 
with PSO-ECMS without considering ESS degradation; (c) Hydrogen 

consumption with PSO-ECMS considering ESS degradation

ESS degradation
From Fig. 14(a), the total capacity loss is 0.00883% in one 

cycle without considering ESS degradation. From Fig. 14(b), 
when the ESS degradation constraint is considered, the output 
power of the ESS is reduced and the total capacity loss of the 
ESS is 0.00866% in one cycle. The capacity loss is reduced by 
2% compared to that without considering ESS degradation. 
The hydrogen consumption is $0.4333 and the cost of the ESS 
capacity loss is $12.74 without considering ESS degradation. 
However, when ESS degradation is taken into account, the 
hydrogen consumption is $0.44833 and the cost of the ESS 
capacity loss is $12.5, with the daily operation cost being 
reduced by 1.7%.

Fig. 14. (a) The ESS capacity loss without considering ESS degradation; (b) 
The ESS capacity loss considering ESS degradation

Bus voltage
The fluctuation curve of the bus voltage on the DC side of 

the ship power system is shown in Fig. 15. From Fig. 15(a), 
it can be observed that the AFPID controller makes the bus 
voltage fluctuations smaller and closer to the desired value. 
Fig. 15(b) shows that the deviation of the bus voltage from 
the reference value is reduced by 7.22% compared to PID 
control by between 10s and 30s. The result shows that the 
bus voltage is smoother and the stability of the ship power 
system is significantly improved when AFPID control is used 
for the low-level control loop.

 
Fig. 15. (a) The bus voltage; (b) The bus voltage between 10s and 30s

CONCLUSIONS

In this paper, the EMS with hierarchical control is 
presented. In addition, an ESS degradation model is developed 
to assess the ESS SOH and reduce capacity loss. The key 
findings can be summarized as below:

(i) The FCS output power is constant or increases slowly 
with the PSO-ECMS. Compared to the SVM-based EMS, the 
output power curve of the FCS is smoother and the hydrogen 
consumption reduces by 5.319% without considering ESS 
degradation during the entire operation.

(ii) The AFPID controller can adjust the three parameters 
of PID in real time according to the change in the system state. 
Compared to the conventional PID controller, the bus voltage 
fluctuation is smaller and the bus voltage can be restored 
to the reference value within a shorter time when the load 
changes suddenly. The dynamic and static performance of 
the shipboard power system is significantly improved.

(iii) An ESS degradation model is developed to calculate the 
capacity loss. Although hydrogen consumption has increased, 
the total operating cost reduces by 1.7% after adding the 
capacity loss to the objective function.
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AbstrAct

Abstract: This article presents the analysis of a damping fluid deficiency in a torsional vibration viscous damper. The 
problem is analysed both qualitatively and quantitatively. Experimental results are presented, showing what happens 
to the damper in a situation where the design of the housing is inadequate and the inertia forces prevent the formation 
of an oil film. In addition, the article deals with the problem of the proper design of the oil channel and the dimensions 
required to enable the damper to operate reliably. The results of the article may be useful to the constructors of torsional 
vibration viscous dampers for marine engines.

Keywords: ngine vibrations; Torsional vibration; Viscous damper; Oil channel; Damper design

INTRODUCTION

The problem of vibrations and their damping occurs in all 
types of internal combustion engine. In these engines, the 
reciprocating motion is converted into rotational motion 
by means of a piston-crank system. During this process, the 
engine’s crankshaft is affected by gas forces arising in the 
combustion process of the fuel-air mixture and inertia forces 
originating from the masses in motion. Periodic changes 
in force generates vibrations in the entire system, the most 
dangerous of which are torsional vibrations [2, 8, 18]. This 
problem particularly concerns large engines, especially ships’ 
engines, for which the above-mentioned loads may even lead 
to engine destruction in extreme conditions. This is evidenced 
by numerous publications reporting damage to crankshafts 
in marine engines. In recent years, such events have been 

described, among others, by Fonte et al. [5, 6], Gomes et al. [7] 
and Kutay and Kamal [16]. Contemporary failures motivated 
scientists to develop risk assessments related to torsional 
vibrations of ship propulsion systems. Liberacki [17] defined 
the risk associated with crankshaft failure and Senjanović 
et al. [22] and Murawski and Dereszewski [19] presented 
methods for assessing and monitoring torsional vibrations 
in a ship’s power plant. To address issues associated with the 
generation of torsional vibrations, a properly selected damper 
should be installed as a solution. In the case of marine engines, 
the dominant device is a viscous torsional vibration damper 
[10]. The authors Komada and Honda [14, 15], Dziurdź and 
Pakowski [4], Pasricha [20] and Homik [11] all described 
the characteristics of the damper operation and its impact 
on the amplitude of torsional vibrations in the propulsion 
system of a ship. The conditions for the reliable operation 
of a torsional vibration viscous damper is the formation of 
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an oil film between the housing and the inertial ring. Such 
an oil film makes it possible to dissipate energy through 
internal friction in fluid particles, with no wearing of the 
damper parts. Considering the above, it should be stated 
that one important issue is the level to which the damper is 
filled with fluid of an appropriate viscosity. The right level 
of filling ensures effective and reliable operation. Improper, 
or too little, filling of the damper causes accelerated wear 
on the active surfaces, which reduces its effectiveness. In 
connection with the above, constructors use various types of 
procedures that allow this problem to be solved. One solution 
is to reduce wear by using appropriate materials [1, 9]. The 
second solution is to ensure fluid friction through the correct 
design of the oil channel.

This article presents the behaviour of silicone oil during 
the start-up of a torsional vibration viscous damper. Formulas 
for the volume of the oil channel have also been determined, 
the proper execution of which guarantees the formation of 
the oil film carrier layers. The information contained herein 
may be useful for the constructors of torsional vibration 
viscous dampers for marine engines.

DESIGN AND PRINCIPLE OF TORSIONAL 
VIBRATION VISCOUS DAMPER 

OPERATION
The torsional vibration viscous damper is a relatively simple 

device in its design and its individual parts are shown in Fig. 1. 
The basic elements responsible for its proper functioning are: 
housing connected to the cover, an inertia ring and silicone 
oil. The interaction of these three parts makes it possible to 
dissipate the energy of torsional vibrations in the form of 
heat. In Fig. 1, the oil channel (item 8) is highlighted. This 
element is often overlooked in various types of torsional 
vibration viscous damper analysis. This article shows that 
the oil channel is a key element, from the point of view of 
proper functioning of the device.

Fig. 1. Torsional vibration viscous damper: 1 - damper housing, 2 - thrust 
bearing, 3 - inertia ring, 4 - plug, 5 - radial bearing, 6 - silicone oil,  

7 - cover, 8 - oil channel.

The essence of the effective operation of a torsional 
vibration viscous damper is the relative movement of the 
inertia ring and the housing. This movement is shown in 
Fig. 2, by the angular velocity of the housing ωH and the 
angular velocity of the inertia ring ωI. If only ωH ≠ ωH, then 
the viscosity of the fluid between the ring and the housing 
creates a frictional force. This force is proportional to the 
speed difference between the housing and the inertia ring 
at a given point, and inversely proportional to the distance 
between them. This mechanism creates a braking force 
that counteracts sudden changes in the angular velocity 
of the housing. This makes it possible to suppress torsional 
vibrations. Fig. 2 shows a diagram of a working torsional 
vibration viscous damper. All of the necessary geometric 
properties are marked on it, which allow description of the 
movement of the ring, assuming that the empty spaces are 
completely filled with silicone oil.

Fig. 2. Overview of a torsional vibration viscous damper, in which the 
inertial ring rotates with an angular velocity ωI, the housing rotates with 

an angular velocity ωH, and the eccentricity of the housing and the inertia 
ring has the value e.

It is worth noting that the radial internal clearance 
c1 = Rl,1 − RH,1 is smaller than the external radial clearance 
c2 = RH,2 − RI,2. The c2/c1 ratio is generally so large that the weight 
of the ring is mainly supported by the hydrodynamic force 
generated in the inner oil layer. To generate this hydrodynamic 
lift, (poly)dimethylsiloxane is used, which is characterised 
by high viscosity. Depending on the application, its kinetic 
viscosity generally varies from 10,000 cSt (0.01 m2s−1) to 
1,000,000 cSt (1 m2s−1). Such large values are obtained by 
creating very long polymer chains, the structure of which 
is shown in Fig. 3.

Fig. 3. Structural formula of a silicone oil molecule - (poly)dimethylsiloxane, 
whose viscosity is closely related to the length  of the chain of repeating 

dimethyl groups [3].



POLISH MARITIME RESEARCH, No 2/2023 107

The aforementioned viscosities require the synthesis of 
chains consisting of 500 to 2,000 dimethyl groups. In addition, 
this type of fluid is characterised by highly variable viscosity, 
as afunction of temperature. As shown in [3], the (poly)
dimethylsiloxanes used in damping devices differ in their 
characteristics from the commonly used models of viscosity 
as a function of temperature. Another very important feature 
of silicone oil is its relative volumetric expansion (930 ∙ 10−6 
per °C), i.e. about 4.5 times the volumetric expansion of water. 
This means that, in the operating temperature range from 
−30 °C to about 70 °C, its volume changes by about 10%. Thus, 
there is never a situation in which the damper is completely 
filled with viscous fluid. This is the main reason for using 
an oil channel in the design of the damper. It is intended 
as a kind of buffer into which excess oil is drained during 
operations at high temperatures and from which it is drawn 
during operations at low temperatures. The main task of 
the channel is to provide oil in the layer between the radii 
RH,1 and RI,1, which is the main carrying layer for the inertia 
ring. A lack of oil in this layer causes dry friction and mixed 
friction (dry and wet) between the housing and the inertia 
ring. This leads to the wear of inner damper surfaces and 
contamination of the oil. In addition, such a damper loses 
its damping properties and, in extreme cases, may even act 
as a vibration exciter.

HYDRODYNAMIC FORCES 
IN THE DAMPER

In order for the damper to fulfill its task, it is necessary 
to lift the ring by hydrodynamic forces. To model this 
phenomenon, a method based on the bearings theory is 
adopted [12]. The basis of this theory is the Reynolds equation 
[21] which, among other things, assumes laminar fluid flow. 
As evidenced by the experimental results discussed later 
in the article, the relative velocity between the inertia ring 
and the housing is small. Therefore, it was assumed that the 
movement of the fluid is laminar and the hydrodynamic 
pressure of the oil film is described by the formula
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where 𝜑𝜑𝑖𝑖 is the angular coordinate shown in Fig. 5, 𝑝𝑝0 is the pressure of the air enclosed in the 
housing, 𝜂𝜂 is the dynamic viscosity of the silicone oil, 𝑅𝑅𝑖𝑖 is, in accordance with the Reynolds 
condition, set to 12 (𝑅𝑅𝐻𝐻,𝑖𝑖 + 𝑅𝑅𝐼𝐼,𝑖𝑖), 𝑐𝑐𝑖𝑖 is the radial clearance defined in the previous parts, and 𝜀𝜀𝑖𝑖 is 
the relative eccentricity, defined as the ratio 𝑒𝑒/𝑐𝑐𝑖𝑖. It is worth noting here that adopting such a 
formula for 𝑅𝑅𝑖𝑖 is purely arbitrary. The values of the radii 𝑅𝑅𝐻𝐻,𝑖𝑖 and 𝑅𝑅𝐼𝐼,𝑖𝑖 are so close that one may 
as well assume 𝑅𝑅𝑖𝑖 = 𝑅𝑅𝐻𝐻,𝑖𝑖  or 𝑅𝑅𝑖𝑖 = 𝑅𝑅𝐼𝐼,𝑖𝑖  as it will not have a significant impact on the obtained 
numerical results. By introducing the dimensionless function 
 

 𝛾𝛾(𝜀𝜀𝑖𝑖,𝜑𝜑𝑖𝑖) = 𝜀𝜀𝑖𝑖(2+𝜀𝜀𝑖𝑖cos𝜑𝜑𝑖𝑖)sin𝜑𝜑𝑖𝑖
(2+𝜀𝜀𝑖𝑖2)(1+𝜀𝜀𝑖𝑖cos𝜑𝜑𝑖𝑖)2

 (2) 

 
we get the following relation 
 

 𝑝𝑝(𝜑𝜑𝑖𝑖) = 𝑝𝑝0 + 6𝜂𝜂|𝜔𝜔𝐻𝐻 − 𝜔𝜔𝐼𝐼| (
𝑅𝑅𝑖𝑖
𝑐𝑐𝑖𝑖
)
2
𝛾𝛾(𝜀𝜀𝑖𝑖,𝜑𝜑𝑖𝑖). (3) 

 
In accordance with the Gümbel condition, we now assume that the distribution of pressure 𝑝𝑝𝑖𝑖 in 
the inner (𝑖𝑖 = 1) and outer (𝑖𝑖 = 2) layers is given by the formula 
  

 𝑝𝑝𝑖𝑖(𝜑𝜑𝑖𝑖) = {𝑝𝑝(𝜑𝜑𝑖𝑖),   𝜑𝜑𝑖𝑖 ∈ [0,𝜋𝜋],
0,   𝜑𝜑𝑖𝑖 ∈ (𝜋𝜋, 2𝜋𝜋). (4) 

 
The behaviour of the hydrodynamic pressure function 𝑝𝑝𝑖𝑖 is strictly dependent on the course of the 
dimensionless function 𝛾𝛾(𝜀𝜀𝑖𝑖,𝜑𝜑𝑖𝑖). This function, for several selected values of 𝜀𝜀𝑖𝑖, is presented on 
the graph in Fig. 4. This graph presents a good picture of how the silicone oil pressure is distributed 
in the inner and outer layers. Note that the pressure function has exactly one maximum. By equating 
the derivative 𝑝𝑝(𝜑𝜑𝑖𝑖)′ to zero, it can be shown that this maximum is realised for a certain angle 
𝜑𝜑𝑖𝑖,𝑚𝑚, satisfying the following relations 
 

(1)

where φi is the angular coordinate shown in Fig. 5, p0 is 
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, ci is the radial 
clearance defined in the previous parts, and εi is the relative 
eccentricity, defined as the ratio e/ci. It is worth noting here 
that adopting such a formula for Ri is purely arbitrary. The 
values of the radii RH,i and RI,i are so close that one may as 
well assume Ri = RH,i orRi = RI,i as it will not have a significant 
impact on the obtained numerical results. By introducing the 
dimensionless function
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circumference of the inertia ring, we obtain the values of hydrodynamic forces acting on the inertia 
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Fig. 4. Graph of the dimensionless function γ(εi,φi) according to the Gümbel 

condition for example values of εi.

By integrating the pressure of the inner layer p1 and the 
pressure of the outer layer p2 around the circumference of 
the inertia ring, we obtain the values of hydrodynamic forces 
acting on the inertia ring. During the operation of the damper, 
these forces are set at a level and in a position that balances 
the weight of the inertia ring. This situation is illustrated in 
Fig. 5, where the angle θ is the deviation angle of the axis 
φi = 0 from the vertical. Thus, in the equilibrium, the angle 
θ and the relative eccentricities εi must satisfy the relations
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Fig. 5. Hydrodynamic forces balancing the weight of the inertia ring Q, given 
by the Gümbel condition for rotating elements (the intensity of the colour 

reflects the magnitude of the hydrodynamic pressure).

The adopted model does not take into account the movement 
of the fluid in the axial direction. Its great advantage, however, 
is the fact that it has analytical solutions and this makes it 
possible to quickly estimate the hydrodynamic pressure in 
both load-bearing layers. In future, the two-dimensional 
Reynolds equation may be used. Although it does not have 
analytical solutions, it will probably give a better picture 
of what is happening with the oil film inside the damper. 
Unfortunately, at the moment the authors do not have 
sufficient experimental data to determine reasonable 
boundary conditions for the numerical model.

DAMPER BEHAVIOUR IN THE CASE OF OIL SHORTAGE

Analysis of the torsional vibration viscous damper was 
performed on a specially prepared stand. This stand was 
first equipped with a damper designed with an error. This 
error consisted of the lack of an oil channel. In addition, 
the damper was deprived of bearings. This element was 
deliberately eliminated so that, during the experiments, it 
was possible to detect the difference in the operation of the 
damper without an oil channel and with an oil channel.

a)                                                                          b)

Fig. 6. Position of silicone oil and air inside the damper: a) before starting 
work, b) after the oil is pushed out by the centrifugal force and the pressure of 

the inertia ring during operation.

Fig. 6a shows how the silicone oil fills the inside of the damper 
housing after 24 hours of rest in the vertical position. In contrast, 
Fig. 6b shows the position of the oil after only 3 minutes of damper 
operation. The photographs clearly show the displacement of the 
silicone oil in the circumferential direction due to the centrifugal 
force. Due to the lack of an oil channel, the inner support layer 
is stripped of oil and the inertia ring and housing are put into a 
dry and mixed friction state. After the tests, the damper housing 
was reworked and an oil channel was made in it. The modified 
damper was subjected to the same series of tests as the version 
without an oil channel. The cross-sections of the housing of both 
versions of the damper are shown in Fig. 7. The experiments 
clearly showed how important the oil channel is in the design. Its 
appropriate geometry guarantees the presence of silicone oil in 
both carrier layers, enabling the proper operation of the damper.

 a)                                             b)  
Fig. 7. Damper model: a) without oil channel, b) with oil channel.

The results of the conducted experiments show which 
geometrical parameters of the damper are the most important, 
from the point of view of operational modelling, and they 
are shown in Fig. 8. The diagram includes two hydrodynamic 
pressures in both carrying layers and the pressure generated 
by the inertia force.

Fig. 8. Diagram of the oil channel’s 
geometrical parameters in the 

torsional vibration viscous damper 
with the designation of the main areas 

of hydrodynamic pressure.
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MEASUREMENT STAND

The measurement stand is presented in Fig. 9, the tested 
damper being marked with the number ‘4’. During each 
test, the damper was filled with silicone oil with a kinematic 
nominal viscosity  m2s−1 at a temperature of 25 °C. 
During the first series of tests, the stand was equipped with 
a damper without an oil channel. The second series of tests 
was carried out after modifying the housing and making an 
oil channel in it. The entire station was driven by an electric 
squirrel-cage motor marked with the number ‘1’. The motor 
power was 0.75 kW and its maximum rotational speed was 
1400 rpm, regulated by the motor controller. A two-piston 
compressor marked with the number ‘6’ was used to generate 
torsional vibrations. Rigid couplings marked with the number 
‘2’ were used to connect all the elements of the stand. Their 
design guarantees the transfer of torsional vibrations without 
damping, which is crucial from a measurement point of view. 
A digital torque meter ‘5’ was placed on the shaft, enabling 
the recording of the torque with a frequency of up to 2600 Hz. 
The amplitude-frequency characteristics of the compressor 
were then determined.

Fig. 9. Measuring stand: 1 - electric motor with adjustable rotational speed,  
2 - rigid coupling, 3 - bearing supporting the shaft, 4 - vibration damper,  

5 - torque meter, 6 - two-piston compressor for excitation of torsional 
vibrations, 7 - neodymium magnet in the damper housing,  

8 - Hall sensor for the housing, 9 - Hall sensor for the inertia ring,  
10 - neodymium magnet in the inertia ring.

The main parts responsible for the measurements are 
magnets ‘7’ and ‘10’, which are placed in the housing and 
inertia ring, respectively. The appearance of the magnet in 
a certain position is registered by the Hall sensors ‘8’ and ‘9’ 
and this makes it possible to study the relative position of 
the housing and the inertia ring. The sensors were connected 
to a recorder with a microcontroller. The system is able to 
measure the time when the magnet appears in the sensor 
area with an accuracy of 10−5 s. Because of this, it is possible 
to precisely determine the angular position of both damper 
elements over time. The recording of the time events takes 
place asynchronously, based on interruptions generated by the 

microcontroller’s Timer/Counter signals from the sensors. The 
microcontroller measures the time for full rotation and the time 
between recording the signal from both Hall sensors. Based 
on these data, it is possible to determine the relative change 
in the angular position of the housing and the inertia ring.

RESEARCH RESULTS AND THEIR INTERPRETATION

Experiments were carried out for three rotational speeds 
of the shaft: n1 = 426 rpm, n2 = 702 rpm, and n3 = 1014 rpm. 
During the tests, both a damper without a channel and 
a damper with an oil channel were tested. The time of a single 
experiment was 1000 s. The damper had a temperature of 
25 °C at the beginning of the test and, after its completion, it 
did not change by more than 1.5 °C. Therefore, it is possible 
to ignore changes in the viscosity and volume of the silicone 
oil inside the device. 

a) Rotation speed n1 = 426 rpm.

b) Rotation speed n2 = 702 rpm

c) Rotation speed n3 = 1014 rpm

Fig. 10. Spectral characteristics of a two-piston compressor forcing torsional 
vibrations for individual rotational speeds.

Torsional vibrations were forced by a two-piston 
compressor; the spectral characteristics for individual 
rotational frequencies are shown in Fig. 10. The first four 
harmonics are clearly visible in the spectral image, with 
the first and third clearly dominating. This is quite natural 
because the compressor has two pistons and the angle between 
the cylinders is 90o.

Fig. 11 presents the results of the measurements obtained 
for rotational speeds n1,n2, and n3. The graphs show the change 
in the angular position ϕ of the housing relative to the inertia 
ring as a function of time. They show that the inertia ring 



POLISH MARITIME RESEARCH, No 2/2023110

in the damper without an oil channel in the first phase of 
the movement performs a follow-up movement relative to 
the housing. When the oil in the inner carring layer is pushed 
out in the circumferential direction by the inertia force, the 
ring stops and does not make any further movement relative to 
the housing. The relative change in the angular position of the 
housing and the ring is marked with a red line on the graphs. 

a) Rotation speed n1 = 426 rpm.

b) Rotation speed n2 = 702 rpm

c) Rotation speed n3 = 1014 rpm

Fig. 11. Graphs of the housing and the inertia ring’s relative angular position for 
a damper without a channel and with an oil channel for different rotation speeds.

The situation is completely different in the case of a damper 
with an oil channel. In this case, the inertia ring moves in the 
opposite direction. i.e. it performs an overtaking movement 
relative to the housing. In addition, the existence of the oil 
channel means that the inner carrying layer is constantly 
supplied with oil. Therefore, systematic, relative movement of 
the inertia ring and housing is observed, which is marked with 
a blue line in the graphs. This is the state of correct operation of 

the damper, which dissipates the energy of torsional vibrations 
through the continuous relative movement of the housing and 
inertia ring. In Fig. 11c, for a rotational speed of 1014 rpm, there 
is instability in the increase of the relative angular position ϕ. 
This results from overheating of the motor due to excessive 
load and its unstable operation after 500 seconds of the test. 
The graph shows a large difference between the ϕ variability at 
702 rpm and 1014 rpm. For this reason, a decision was made 
to perform an additional measurement for the rotational 
speed of 804 rpm. The relationship between ϕ and time t for 
all four measurements, in the case of a damper with an oil 
channel, is shown in Fig. 12, which clearly shows the increase 
in the average relative angular velocity  and this 
accompanies the increase in rotational speed. 

  
Fig. 12. Plots of the relative angular position of the housing and inertia ring for 

different rotation speeds.

Table 1 presents the numerical values of the relative 
position angle ϕ for times t equal to 200, 400, 600, 800 and 
1000 s. In addition, the average relative angular velocity ω 
for the entire test duration and the average relative angular 
velocity ω200 for the time interval [200,1000] is also presented.

The speed ω200 is particularly important because it shows 
how the housing and the inertia ring move relative to each 
other after the oil is pushed out by the inertia force in the 
circumferential direction. From the determined values 
(Table 1), it is clear that in the absence of a channel, the ring 
practically does not move. In practice, this results in dry or 
mixed friction between the housing and the inertia ring. 
During operation, this will lead to excessive wear of the contact 
surface and damage to the damper. The situation is completely 
different in the case of a damper with an oil channel. In this 
case, the movement is visible, which suggests that an oil film 
has formed that separates the housing from the inertia ring. 
It should also be noted that the small value of the relative 
angular velocity justifies the correctness of the assumption 

Tab. 1. Numerical summary of selected measurements.

 With channel  Without channel 

rpm  426  702  804  1014  426  702  1014 

ϕ(200) rad  0.007  0.010  0.033  0.052  -0.005  -0.014  -0.022 

ϕ(200) rad  0.013  0.020  0.062  0.104  -0.006  -0.013  -0.026 

ϕ(200) rad  0.018  0.032  0.080  0.255  -0.006  -0.013  -0.026 

ϕ(200) rad  0.023  0.047  0.094  0.348  -0.007  -0.012  -0.027 

ϕ(200) rad  0.026  0.061  0.106  0.479  -0.007  -0.012  -0.027 

ω rad/s  26 × 10–6  61 × 10–6  106 × 10–6  479 × 10–6    -7 × 10–6  -12 × 10–6  -27 × 10–6

ω200 rad/s  24 × 10–6  64 × 10–6   91 × 10–6  534 × 10–6  -2.5 × 10–6  2.5 × 10–6   -6 × 10–6
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about the laminarity of the oil flow. The experimental results 
therefore confirm that the assumptions made for the model 
presented in the previous section are correct. It should also 
be noted that the size of the relative velocity obtained is 
in line with the results mentioned by Klimczyk et al. [13]. 
Unfortunately, this two-page publication does not contain 
detailed numerical information about the results obtained 
but only focuses on the experiment description, concluding 
that a single rotation of the inertia ring relative to the housing 
lasts from several minutes to several hours, depending on 
the temperature.

CONCLUSIONS REGARDING THE CORRECT DESIGN 
OF A TORSIONAL VIBRATION VISCOUS DAMPER

As already mentioned, the oil channel is supposed to be 
a kind of buffer for silicone oil. Therefore, its geometrical 
parameters, such as depth H and width L (Fig. 8), are 
strictly dependent on the dimensions of the damper and 
the temperatures at which it operates. Therefore, we assume 
that TF is the damper filling temperature and TL and TH are 
the lowest and highest damper operating temperatures, 
respectively. In further considerations, we will assume that 
the damper is filled in thermally stable conditions. This 
means that both the damper and the oil is filled at a constant 
temperature TF. We assume that, in such conditions, the 
damper can be filled to the degree δ  (0,1). This is the part of 
the volume occupied by the silicone oil at the temperature TF 
after the filling process is completed. In general, this factor is 
approximately 0.9, which means that the damper can be filled 
to 90%. In addition, we assume that the relative volumetric 
expansion of silicone oil is independent of temperature and 
is κ = 0.00093 °C−1. By using the introduced notations and 
modifying the formula given in [3], it is possible to determine 
the volume occupied by the oil in the viscous damper at 
a given temperature T:

    With channel   Without channel  
 rpm   426   702   804   1014   426   702   1014  
 𝜙𝜙(200) rad   0.007   0.010   0.033   0.052   -0.005   -0.014   -0.022  
 𝜙𝜙(400) rad   0.013   0.020   0.062   0.104   -0.006   -0.013   -0.026  
 𝜙𝜙(600) rad   0.018   0.032   0.080   0.255   -0.006   -0.013   -0.026  
 𝜙𝜙(800) rad   0.023   0.047   0.094   0.348   -0.007   -0.012   -0.027  
 𝜙𝜙(1000) rad   0.026   0.061   0.106   0.479   -0.007   -0.012   -0.027  
  �̅�𝜔 rad/s   26 × 10−6   61 × 10−6   106 × 10−6   479 × 10−6     -7 × 10−6   -12 × 10−6   -27 × 10−6  
 �̅�𝜔200 rad/s   24 × 10−6   64 × 10−6    91 × 10−6   534 × 10−6   -2.5 × 10−6   2.5 × 10−6    -6 × 10−6  

 
 
The speed �̅�𝜔200 is particularly important because it shows how the housing and the inertia ring 
move relative to each other after the oil is pushed out by the inertia force in the circumferential 
direction. From the determined values (Table 1), it is clear that in the absence of a channel, the ring 
practically does not move. In practice, this results in dry or mixed friction between the housing and 
the inertia ring. During operation, this will lead to excessive wear of the contact surface and damage 
to the damper. The situation is completely different in the case of a damper with an oil channel. In 
this case, the movement is visible, which suggests that an oil film has formed that separates the 
housing from the inertia ring. It should also be noted that the small value of the relative angular 
velocity justifies the correctness of the assumption about the laminarity of the oil flow. The 
experimental results therefore confirm that the assumptions made for the model presented in the 
previous section are correct. It should also be noted that the size of the relative velocity obtained is 
in line with the results mentioned by Klimczyk et al. [13]. Unfortunately, this two-page publication 
does not contain detailed numerical information about the results obtained but only focuses on the 
experiment description, concluding that a single rotation of the inertia ring relative to the housing 
lasts from several minutes to several hours, depending on the temperature. 

 
CONCLUSIONS REGARDING THE CORRECT DESIGN OF A TORSIONAL 
VIBRATION VISCOUS DAMPER 
 
As already mentioned, the oil channel is supposed to be a kind of buffer for silicone oil. Therefore, 
its geometrical parameters, such as depth 𝐻𝐻 and width 𝐿𝐿 (Fig. 8), are strictly dependent on the 
dimensions of the damper and the temperatures at which it operates. Therefore, we assume that 𝑇𝑇𝐹𝐹 
is the damper filling temperature and 𝑇𝑇𝐿𝐿  and 𝑇𝑇𝐻𝐻  are the lowest and highest damper operating 
temperatures, respectively. In further considerations, we will assume that the damper is filled in 
thermally stable conditions. This means that both the damper and the oil is filled at a constant 
temperature 𝑇𝑇𝐹𝐹. We assume that, in such conditions, the damper can be filled to the degree 𝛿𝛿 ∈
(0,1). This is the part of the volume occupied by the silicone oil at the temperature 𝑇𝑇𝐹𝐹 after the 
filling process is completed. In general, this factor is approximately 0.9, which means that the 
damper can be filled to 90%. In addition, we assume that the relative volumetric expansion of 
silicone oil is independent of temperature and is 𝜅𝜅 = 0.00093 ∘C−1 . By using the introduced 
notations and modifying the formula given in [3], it is possible to determine the volume occupied 
by the oil in the viscous damper at a given temperature 𝑇𝑇: 
 

 𝑉𝑉(𝑇𝑇) = 𝑉𝑉𝐹𝐹(1 + 𝜅𝜅(𝑇𝑇 − 𝑇𝑇𝐹𝐹)), (11) 
 
where 𝑉𝑉𝐹𝐹 is the volume of fluid poured into the damper during filling. 

(11)

where VF is the volume of fluid poured into the damper during 
filling.

As a result of this, it is possible to determine the minimum 
VH = VF (1 + κ (TH −TF)) and maximum VL = VF (1 + κ (TL −TF)) 
volume that will be occupied by the fluid in the damper. This 
assumes that the volume of the viscous fluid space in the 
damper is V0 + V, whereV0 is the volume of the free space 
around the inertia ring and V is the volume of the oil channel.

From the previous considerations, it follows that

As a result of this, it is possible to determine the minimum 𝑉𝑉𝐿𝐿 = 𝑉𝑉𝐹𝐹(1 + 𝜅𝜅(𝑇𝑇𝐿𝐿 − 𝑇𝑇𝐹𝐹)) and 
maximum 𝑉𝑉𝐻𝐻 = 𝑉𝑉𝐹𝐹(1 + 𝜅𝜅(𝑇𝑇𝐻𝐻 − 𝑇𝑇𝐹𝐹)) volume that will be occupied by the fluid in the damper. 
This assumes that the volume of the viscous fluid space in the damper is 𝑉𝑉0 + 𝑉𝑉, where 𝑉𝑉0 is the 
volume of the free space around the inertia ring and 𝑉𝑉 is the volume of the oil channel. 
 
From the previous considerations, it follows that 

 
 𝑉𝑉𝐹𝐹 = 𝛿𝛿(𝑉𝑉0 + 𝑉𝑉), (12) 
 𝑉𝑉𝐿𝐿 = 𝛿𝛿(𝑉𝑉0 + 𝑉𝑉)(1 + 𝜅𝜅(𝑇𝑇𝐿𝐿 − 𝑇𝑇𝐹𝐹)), (13) 
 𝑉𝑉𝐻𝐻 = 𝛿𝛿(𝑉𝑉0 + 𝑉𝑉)(1 + 𝜅𝜅(𝑇𝑇𝐻𝐻 − 𝑇𝑇𝐹𝐹)). (14) 

 
The condition for the formation of an oil film in the inner layer is the fulfillment of the following 
inequalities: 𝑉𝑉0 < 𝑉𝑉𝐿𝐿 < 𝑉𝑉𝐻𝐻 < 𝑉𝑉0 + 𝑉𝑉. The inequality 𝑉𝑉𝐿𝐿 < 𝑉𝑉𝐻𝐻 is fulfilled automatically, because 
the temperature 𝑇𝑇𝐿𝐿  is lower than 𝑇𝑇𝐻𝐻 , which translates into the appropriate relationship for the 
above volumes. From the inequality 𝑉𝑉𝐻𝐻 < 𝑉𝑉0 + 𝑉𝑉 we can derive a dependence: 
 

 𝑇𝑇𝐻𝐻 < 𝑇𝑇𝐹𝐹 + 1−𝛿𝛿
𝜅𝜅𝛿𝛿 . (15) 

 
Interestingly, this condition is completely independent of the volume 𝑉𝑉0. For silicone oil 𝜅𝜅 =
0.00093 ∘C−1 and, assuming that the damper is filled to 90% (𝛿𝛿 = 0.9), we obtain the condition 
𝑇𝑇𝐻𝐻 < 𝑇𝑇𝐹𝐹 + 119.47. This means that the maximum operating temperature of the damper cannot 
exceed the filling temperature by more than  119.47 ∘C.  

From the second inequality 𝑉𝑉0 < 𝑉𝑉𝐿𝐿 we obtain the dependence on the minimum volume of 
the oil channel 

  
 𝑉𝑉 > 𝑉𝑉0 (

1
𝛿𝛿(1+𝜅𝜅(𝑇𝑇𝐿𝐿−𝑇𝑇𝐹𝐹)) − 1). (16) 

 
It should be noted that the value in brackets is positive, provided that Eq. (15) and the inequality 
𝑇𝑇𝐿𝐿 < 𝑇𝑇𝐻𝐻 are met. Thus, the volume of the oil channel should be an appropriate fraction of the 
volume 𝑉𝑉0. This fraction can be treated as a dimensionless function 𝜒𝜒 of the variable 𝑇𝑇𝐹𝐹 with the 
parameters 𝛿𝛿, 𝜅𝜅 and 𝑇𝑇𝐿𝐿 
 

 𝜒𝜒(𝑇𝑇𝐹𝐹) = 1
𝛿𝛿(1+𝜅𝜅(𝑇𝑇𝐿𝐿−𝑇𝑇𝐹𝐹)) − 1. (17) 

 
The graph of the 𝜒𝜒 function for exemplary parameter values is presented in Fig. 13. 
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As a result of this, it is possible to determine the minimum 𝑉𝑉𝐿𝐿 = 𝑉𝑉𝐹𝐹(1 + 𝜅𝜅(𝑇𝑇𝐿𝐿 − 𝑇𝑇𝐹𝐹)) and 
maximum 𝑉𝑉𝐻𝐻 = 𝑉𝑉𝐹𝐹(1 + 𝜅𝜅(𝑇𝑇𝐻𝐻 − 𝑇𝑇𝐹𝐹)) volume that will be occupied by the fluid in the damper. 
This assumes that the volume of the viscous fluid space in the damper is 𝑉𝑉0 + 𝑉𝑉, where 𝑉𝑉0 is the 
volume of the free space around the inertia ring and 𝑉𝑉 is the volume of the oil channel. 
 
From the previous considerations, it follows that 

 
 𝑉𝑉𝐹𝐹 = 𝛿𝛿(𝑉𝑉0 + 𝑉𝑉), (12) 
 𝑉𝑉𝐿𝐿 = 𝛿𝛿(𝑉𝑉0 + 𝑉𝑉)(1 + 𝜅𝜅(𝑇𝑇𝐿𝐿 − 𝑇𝑇𝐹𝐹)), (13) 
 𝑉𝑉𝐻𝐻 = 𝛿𝛿(𝑉𝑉0 + 𝑉𝑉)(1 + 𝜅𝜅(𝑇𝑇𝐻𝐻 − 𝑇𝑇𝐹𝐹)). (14) 

 
The condition for the formation of an oil film in the inner layer is the fulfillment of the following 
inequalities: 𝑉𝑉0 < 𝑉𝑉𝐿𝐿 < 𝑉𝑉𝐻𝐻 < 𝑉𝑉0 + 𝑉𝑉. The inequality 𝑉𝑉𝐿𝐿 < 𝑉𝑉𝐻𝐻 is fulfilled automatically, because 
the temperature 𝑇𝑇𝐿𝐿  is lower than 𝑇𝑇𝐻𝐻 , which translates into the appropriate relationship for the 
above volumes. From the inequality 𝑉𝑉𝐻𝐻 < 𝑉𝑉0 + 𝑉𝑉 we can derive a dependence: 
 

 𝑇𝑇𝐻𝐻 < 𝑇𝑇𝐹𝐹 + 1−𝛿𝛿
𝜅𝜅𝛿𝛿 . (15) 

 
Interestingly, this condition is completely independent of the volume 𝑉𝑉0. For silicone oil 𝜅𝜅 =
0.00093 ∘C−1 and, assuming that the damper is filled to 90% (𝛿𝛿 = 0.9), we obtain the condition 
𝑇𝑇𝐻𝐻 < 𝑇𝑇𝐹𝐹 + 119.47. This means that the maximum operating temperature of the damper cannot 
exceed the filling temperature by more than  119.47 ∘C.  

From the second inequality 𝑉𝑉0 < 𝑉𝑉𝐿𝐿 we obtain the dependence on the minimum volume of 
the oil channel 

  
 𝑉𝑉 > 𝑉𝑉0 (

1
𝛿𝛿(1+𝜅𝜅(𝑇𝑇𝐿𝐿−𝑇𝑇𝐹𝐹)) − 1). (16) 

 
It should be noted that the value in brackets is positive, provided that Eq. (15) and the inequality 
𝑇𝑇𝐿𝐿 < 𝑇𝑇𝐻𝐻 are met. Thus, the volume of the oil channel should be an appropriate fraction of the 
volume 𝑉𝑉0. This fraction can be treated as a dimensionless function 𝜒𝜒 of the variable 𝑇𝑇𝐹𝐹 with the 
parameters 𝛿𝛿, 𝜅𝜅 and 𝑇𝑇𝐿𝐿 
 

 𝜒𝜒(𝑇𝑇𝐹𝐹) = 1
𝛿𝛿(1+𝜅𝜅(𝑇𝑇𝐿𝐿−𝑇𝑇𝐹𝐹)) − 1. (17) 

 
The graph of the 𝜒𝜒 function for exemplary parameter values is presented in Fig. 13. 
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As a result of this, it is possible to determine the minimum 𝑉𝑉𝐿𝐿 = 𝑉𝑉𝐹𝐹(1 + 𝜅𝜅(𝑇𝑇𝐿𝐿 − 𝑇𝑇𝐹𝐹)) and 
maximum 𝑉𝑉𝐻𝐻 = 𝑉𝑉𝐹𝐹(1 + 𝜅𝜅(𝑇𝑇𝐻𝐻 − 𝑇𝑇𝐹𝐹)) volume that will be occupied by the fluid in the damper. 
This assumes that the volume of the viscous fluid space in the damper is 𝑉𝑉0 + 𝑉𝑉, where 𝑉𝑉0 is the 
volume of the free space around the inertia ring and 𝑉𝑉 is the volume of the oil channel. 
 
From the previous considerations, it follows that 

 
 𝑉𝑉𝐹𝐹 = 𝛿𝛿(𝑉𝑉0 + 𝑉𝑉), (12) 
 𝑉𝑉𝐿𝐿 = 𝛿𝛿(𝑉𝑉0 + 𝑉𝑉)(1 + 𝜅𝜅(𝑇𝑇𝐿𝐿 − 𝑇𝑇𝐹𝐹)), (13) 
 𝑉𝑉𝐻𝐻 = 𝛿𝛿(𝑉𝑉0 + 𝑉𝑉)(1 + 𝜅𝜅(𝑇𝑇𝐻𝐻 − 𝑇𝑇𝐹𝐹)). (14) 

 
The condition for the formation of an oil film in the inner layer is the fulfillment of the following 
inequalities: 𝑉𝑉0 < 𝑉𝑉𝐿𝐿 < 𝑉𝑉𝐻𝐻 < 𝑉𝑉0 + 𝑉𝑉. The inequality 𝑉𝑉𝐿𝐿 < 𝑉𝑉𝐻𝐻 is fulfilled automatically, because 
the temperature 𝑇𝑇𝐿𝐿  is lower than 𝑇𝑇𝐻𝐻 , which translates into the appropriate relationship for the 
above volumes. From the inequality 𝑉𝑉𝐻𝐻 < 𝑉𝑉0 + 𝑉𝑉 we can derive a dependence: 
 

 𝑇𝑇𝐻𝐻 < 𝑇𝑇𝐹𝐹 + 1−𝛿𝛿
𝜅𝜅𝛿𝛿 . (15) 

 
Interestingly, this condition is completely independent of the volume 𝑉𝑉0. For silicone oil 𝜅𝜅 =
0.00093 ∘C−1 and, assuming that the damper is filled to 90% (𝛿𝛿 = 0.9), we obtain the condition 
𝑇𝑇𝐻𝐻 < 𝑇𝑇𝐹𝐹 + 119.47. This means that the maximum operating temperature of the damper cannot 
exceed the filling temperature by more than  119.47 ∘C.  

From the second inequality 𝑉𝑉0 < 𝑉𝑉𝐿𝐿 we obtain the dependence on the minimum volume of 
the oil channel 

  
 𝑉𝑉 > 𝑉𝑉0 (

1
𝛿𝛿(1+𝜅𝜅(𝑇𝑇𝐿𝐿−𝑇𝑇𝐹𝐹)) − 1). (16) 

 
It should be noted that the value in brackets is positive, provided that Eq. (15) and the inequality 
𝑇𝑇𝐿𝐿 < 𝑇𝑇𝐻𝐻 are met. Thus, the volume of the oil channel should be an appropriate fraction of the 
volume 𝑉𝑉0. This fraction can be treated as a dimensionless function 𝜒𝜒 of the variable 𝑇𝑇𝐹𝐹 with the 
parameters 𝛿𝛿, 𝜅𝜅 and 𝑇𝑇𝐿𝐿 
 

 𝜒𝜒(𝑇𝑇𝐹𝐹) = 1
𝛿𝛿(1+𝜅𝜅(𝑇𝑇𝐿𝐿−𝑇𝑇𝐹𝐹)) − 1. (17) 

 
The graph of the 𝜒𝜒 function for exemplary parameter values is presented in Fig. 13. 
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The condition for the formation of an oil film in the 
inner layer is the fulfillment of the following inequalities: 

V0 < VL < VH < V0 + V. The inequality VL < VH is fulfilled 
automatically, because the temperature TL is lower than TH, 
which translates into the appropriate relationship for the 
above volumes. From the inequality VH < V0 + V we can 
derive a dependence:

As a result of this, it is possible to determine the minimum 𝑉𝑉𝐿𝐿 = 𝑉𝑉𝐹𝐹(1 + 𝜅𝜅(𝑇𝑇𝐿𝐿 − 𝑇𝑇𝐹𝐹)) and 
maximum 𝑉𝑉𝐻𝐻 = 𝑉𝑉𝐹𝐹(1 + 𝜅𝜅(𝑇𝑇𝐻𝐻 − 𝑇𝑇𝐹𝐹)) volume that will be occupied by the fluid in the damper. 
This assumes that the volume of the viscous fluid space in the damper is 𝑉𝑉0 + 𝑉𝑉, where 𝑉𝑉0 is the 
volume of the free space around the inertia ring and 𝑉𝑉 is the volume of the oil channel. 
 
From the previous considerations, it follows that 

 
 𝑉𝑉𝐹𝐹 = 𝛿𝛿(𝑉𝑉0 + 𝑉𝑉), (12) 
 𝑉𝑉𝐿𝐿 = 𝛿𝛿(𝑉𝑉0 + 𝑉𝑉)(1 + 𝜅𝜅(𝑇𝑇𝐿𝐿 − 𝑇𝑇𝐹𝐹)), (13) 
 𝑉𝑉𝐻𝐻 = 𝛿𝛿(𝑉𝑉0 + 𝑉𝑉)(1 + 𝜅𝜅(𝑇𝑇𝐻𝐻 − 𝑇𝑇𝐹𝐹)). (14) 

 
The condition for the formation of an oil film in the inner layer is the fulfillment of the following 
inequalities: 𝑉𝑉0 < 𝑉𝑉𝐿𝐿 < 𝑉𝑉𝐻𝐻 < 𝑉𝑉0 + 𝑉𝑉. The inequality 𝑉𝑉𝐿𝐿 < 𝑉𝑉𝐻𝐻 is fulfilled automatically, because 
the temperature 𝑇𝑇𝐿𝐿  is lower than 𝑇𝑇𝐻𝐻 , which translates into the appropriate relationship for the 
above volumes. From the inequality 𝑉𝑉𝐻𝐻 < 𝑉𝑉0 + 𝑉𝑉 we can derive a dependence: 
 

 𝑇𝑇𝐻𝐻 < 𝑇𝑇𝐹𝐹 + 1−𝛿𝛿
𝜅𝜅𝛿𝛿 . (15) 

 
Interestingly, this condition is completely independent of the volume 𝑉𝑉0. For silicone oil 𝜅𝜅 =
0.00093 ∘C−1 and, assuming that the damper is filled to 90% (𝛿𝛿 = 0.9), we obtain the condition 
𝑇𝑇𝐻𝐻 < 𝑇𝑇𝐹𝐹 + 119.47. This means that the maximum operating temperature of the damper cannot 
exceed the filling temperature by more than  119.47 ∘C.  

From the second inequality 𝑉𝑉0 < 𝑉𝑉𝐿𝐿 we obtain the dependence on the minimum volume of 
the oil channel 

  
 𝑉𝑉 > 𝑉𝑉0 (

1
𝛿𝛿(1+𝜅𝜅(𝑇𝑇𝐿𝐿−𝑇𝑇𝐹𝐹)) − 1). (16) 

 
It should be noted that the value in brackets is positive, provided that Eq. (15) and the inequality 
𝑇𝑇𝐿𝐿 < 𝑇𝑇𝐻𝐻 are met. Thus, the volume of the oil channel should be an appropriate fraction of the 
volume 𝑉𝑉0. This fraction can be treated as a dimensionless function 𝜒𝜒 of the variable 𝑇𝑇𝐹𝐹 with the 
parameters 𝛿𝛿, 𝜅𝜅 and 𝑇𝑇𝐿𝐿 
 

 𝜒𝜒(𝑇𝑇𝐹𝐹) = 1
𝛿𝛿(1+𝜅𝜅(𝑇𝑇𝐿𝐿−𝑇𝑇𝐹𝐹)) − 1. (17) 

 
The graph of the 𝜒𝜒 function for exemplary parameter values is presented in Fig. 13. 
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Interestingly, this condition is completely independent of 
the volume V0. For silicone oil κ = 0.00093 °C−1 and, assuming 
that the damper is filled to 90% (δ = 0.9), we obtain the 
condition TH < TF +119.47. This means that the maximum 
operating temperature of the damper cannot exceed the filling 
temperature by more than 119.47 °C.

From the second inequality V0  <  VL we obtain the 
dependence on the minimum volume of the oil channel

As a result of this, it is possible to determine the minimum 𝑉𝑉𝐿𝐿 = 𝑉𝑉𝐹𝐹(1 + 𝜅𝜅(𝑇𝑇𝐿𝐿 − 𝑇𝑇𝐹𝐹)) and 
maximum 𝑉𝑉𝐻𝐻 = 𝑉𝑉𝐹𝐹(1 + 𝜅𝜅(𝑇𝑇𝐻𝐻 − 𝑇𝑇𝐹𝐹)) volume that will be occupied by the fluid in the damper. 
This assumes that the volume of the viscous fluid space in the damper is 𝑉𝑉0 + 𝑉𝑉, where 𝑉𝑉0 is the 
volume of the free space around the inertia ring and 𝑉𝑉 is the volume of the oil channel. 
 
From the previous considerations, it follows that 

 
 𝑉𝑉𝐹𝐹 = 𝛿𝛿(𝑉𝑉0 + 𝑉𝑉), (12) 
 𝑉𝑉𝐿𝐿 = 𝛿𝛿(𝑉𝑉0 + 𝑉𝑉)(1 + 𝜅𝜅(𝑇𝑇𝐿𝐿 − 𝑇𝑇𝐹𝐹)), (13) 
 𝑉𝑉𝐻𝐻 = 𝛿𝛿(𝑉𝑉0 + 𝑉𝑉)(1 + 𝜅𝜅(𝑇𝑇𝐻𝐻 − 𝑇𝑇𝐹𝐹)). (14) 

 
The condition for the formation of an oil film in the inner layer is the fulfillment of the following 
inequalities: 𝑉𝑉0 < 𝑉𝑉𝐿𝐿 < 𝑉𝑉𝐻𝐻 < 𝑉𝑉0 + 𝑉𝑉. The inequality 𝑉𝑉𝐿𝐿 < 𝑉𝑉𝐻𝐻 is fulfilled automatically, because 
the temperature 𝑇𝑇𝐿𝐿  is lower than 𝑇𝑇𝐻𝐻 , which translates into the appropriate relationship for the 
above volumes. From the inequality 𝑉𝑉𝐻𝐻 < 𝑉𝑉0 + 𝑉𝑉 we can derive a dependence: 
 

 𝑇𝑇𝐻𝐻 < 𝑇𝑇𝐹𝐹 + 1−𝛿𝛿
𝜅𝜅𝛿𝛿 . (15) 

 
Interestingly, this condition is completely independent of the volume 𝑉𝑉0. For silicone oil 𝜅𝜅 =
0.00093 ∘C−1 and, assuming that the damper is filled to 90% (𝛿𝛿 = 0.9), we obtain the condition 
𝑇𝑇𝐻𝐻 < 𝑇𝑇𝐹𝐹 + 119.47. This means that the maximum operating temperature of the damper cannot 
exceed the filling temperature by more than  119.47 ∘C.  

From the second inequality 𝑉𝑉0 < 𝑉𝑉𝐿𝐿 we obtain the dependence on the minimum volume of 
the oil channel 

  
 𝑉𝑉 > 𝑉𝑉0 (

1
𝛿𝛿(1+𝜅𝜅(𝑇𝑇𝐿𝐿−𝑇𝑇𝐹𝐹)) − 1). (16) 

 
It should be noted that the value in brackets is positive, provided that Eq. (15) and the inequality 
𝑇𝑇𝐿𝐿 < 𝑇𝑇𝐻𝐻 are met. Thus, the volume of the oil channel should be an appropriate fraction of the 
volume 𝑉𝑉0. This fraction can be treated as a dimensionless function 𝜒𝜒 of the variable 𝑇𝑇𝐹𝐹 with the 
parameters 𝛿𝛿, 𝜅𝜅 and 𝑇𝑇𝐿𝐿 
 

 𝜒𝜒(𝑇𝑇𝐹𝐹) = 1
𝛿𝛿(1+𝜅𝜅(𝑇𝑇𝐿𝐿−𝑇𝑇𝐹𝐹)) − 1. (17) 

 
The graph of the 𝜒𝜒 function for exemplary parameter values is presented in Fig. 13. 
 

   

(16)

It should be noted that the value in brackets is positive, 
provided that Eq. (15) and the inequality TL < TH are met. 
Thus, the volume of the oil channel should be an appropriate 
fraction of the volume V0. This fraction can be treated as nless 
function χ of the variable TF with the parameters δ, κ and TL.

(17)

The graph of the χ function for exemplary parameter values 
is presented in Fig. 13.

  
Fig. 13. Graph of the dimensionless function  for parameters ,  and  C.

This shows the rate at which the volume of the oil channel 
increases as a function of the filling temperature. This is 
especially important for high viscosity silicone oils. In their 
case, it is necessary to significantly heat the damper and oil 
so that the injected fluid has the lowest possible viscosity. 
The numerical value of the volume V0 is determined on the 
basis of the geometric parameters of the damper, using the 
following formula:

(18)

On the other hand, the geometric dimensions H and L 
of the channel are selected in such a way that they meet the 
relation V = πHL (2RH,1 − H).
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SUMMARY

This article presents a simple analytical model, the task 
of which is to theoretically justify the reliable operation of a 
torsional vibration viscous damper. It was found that such 
a reliable operation requires the formation of an oil film in 
both gaps of the damper (inner and outer). This model can 
be the basis for determining the value of the hydrodynamic 
pressure in a working damper. It also provides the ability to 
determine the relative position of the housing and the inertia 
ring. In order to be able to apply this model in a quantitative 
way, further experimental work is needed to determine the 
nature of the relative angular velocity.

Next, the authors presented the design and operation of 
the measuring stand, which was used to test the properties of 
a medium-size torsional vibration viscous damper. On this 
stand, a damper made without an oil channel was tested, 
followed by a modified damper, which already had such 
a channel. The obtained measurement results clearly show 
(Fig. 12) that the lack of an oil channel results in stopping 
the relative movement of the housing and the inertia ring. 
In practice, this means that there is no vibration damping. 
The use of a transparent cover also made it possible to show 
how the force of inertia pushes the oil towards the outer gap.

In summary, the authors derived analytical equations 
for the volume of the oil channel, which would guarantee 
the  correct formation of an oil film in both carrying 
layers. The volume of the channel can be calculated as the 
product of the free space for oil and a certain dimensionless 
characteristic function . This function was introduced by 
the authors and depends on four values: the lowest damper 
operating temperature, the damper filling temperature, the 
degree of filling of the damper and the relative volumetric 
expansion of the viscous fluid (in this case, silicone oil).
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ABSTRACT

The current research is focused on the identification of cargo containers in a stack from their images in the infrared 
and visible spectra, in order to locate the container-origin of ignition within the cargo temperature control and fire 
safety system. The relevance of the topic is reinforced by the functional requirements for shipboard safety, which are 
embodied in Chapter II-2 of the Safety of Life at Sea (SOLAS) Convention, and demanded by the necessity of enhancing 
safety measures during cargo transportation by the world container fleet. The thermal imager’s field of view (FOV) and 
the coordinate dependencies between the object and its image have been studied and modelled, and an algorithm for 
fire detection has been defined within the scope of the current research in connection with the containers within the 
camera’s FOV. A corresponding verification has been carried out by means of simulation modelling using the Unity 
and C# programming language capabilities.

Keywords: shipboard safety, cargo transportation, cargo temperature control, image processing, fire detection

ABBREVIATIONS 

SOLAS  – Safety of Life at Sea
FSS Code  – International Code on Fire Safety Systems
TEU  – twenty-foot equivalent unit
IMDG  – International Maritime Dangerous Goods
MFAG  –  Medical First Aid Guide for use in accidents 

involving dangerous goods
EmS  –  Emergency response procedures for ships carrying 

dangerous goods
ULCS  – ultra-large container ship
PIR  – passive infrared
RoPax  – roll-on/roll-off passenger ship/ferry
RGB  – red, green and blue
CCFSS  – cargo temperature control and fire safety system
FOV  – field of view

IDE  – integrated development environment
ROI  – region of interest
UI  – user interface

INTRODUCTION

The occurrence of high-profile incidents, such as the cases 
of the MSC Zoe and X-Press Pearl, with the loss of almost 350 
containers at sea or the fire, respectively, have emphasised the 
following two issues in the consideration of safety tasks on 
container ships: loss of containers at sea and fires associated 
with cargo ignition [1]. The constant increase in the size of 
ships of this type in the last decade is related to an effect of 
scale in the world trade of containerised cargoes. This trend 
brings additional design variables and operational factors into 

https://orcid.org/0000-0002-9962-482X
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the analysis of the abovementioned safety challenges. Between 
2011 and 2019, the volume of the container fleet increased by 
about 15%, while the share of vessels larger than 10,000 TEU 
increased by approximately 500%. 

Thus, the excessive number and density of containers on 
deck and in holds, the limited space between the stacks and 
the ship’s configuration, which, despite a significant increase 
in size, has generally remained unchanged, means that a fire or 
explosion in a container can be very difficult to detect, control 
and extinguish at an early stage. At the same time, particular 
attention needs to be paid to the transportation of special cargoes, 
namely dangerous goods. Although such IMDG cargoes should 
be stowed in accordance with the relevant regulations and ship’s 
certificates (e.g., the Document of Compliance for the Carriage 
of Dangerous Goods), in practice, there are cases of undeclared 
or incorrectly declared dangerous goods [2]. Thus, the Master 
and crew become more vulnerable to the associated risks and 
cannot take the appropriate actions and measures required by the 
relevant instructions and documents (Cargo Securing Manual, 
MFAG, EmS guide, etc.). In accordance with Regulation 3 of 
Chapter VII of the SOLAS Convention, the transportation of 
dangerous goods in containers must comply with the provisions 
of the IMDG Code.

According to the information provided in [3], 58% of the 36 
contributing factors in twelve fire/explosion reports were related 
to emergency actions on board during the emergency response, 
equipment failure, its installation/design and incorrectly 
declared or missing information regarding IMDG cargoes.

The requirements for providing ships with fire safety systems 
are stipulated by the SOLAS Convention [4] and the International 
Code on Fire Safety Systems (FSS Code) [5] in accordance with 
Chapter II-2 of the mentioned Convention. Notwithstanding 
the other requirements for the transportation of IMDG cargoes, 
such fire systems must ensure the protection of the ship from 
the dangers associated with the carriage of dangerous goods in 
accordance with Regulation 19 of Part G of Chapter II-2 of the 
SOLAS Convention.

In order to achieve the fire safety goals set by the SOLAS 
Convention, the following functional requirements are listed 
in Chapter II-2 [6]:

•  division of the ship into main vertical and horizontal zones 
by thermal and structural boundaries;

•  separation of living quarters from the rest of the ship’s 
premises by thermal and structural boundaries;

•  restrictions on the use of flammable materials;
•  detection of fire in the area of origin;
•  provision of means of evacuation and access to fire-fighting 

equipment;
•  availability of fire-fighting appliances and minimisation of 

the risk of ignition of flammable cargo vapour.
However, the opinion has been expressed that “...the legal 

requirements prescribed by SOLAS were originally developed 
for fires on board general cargo vessels, and these ships are 
structurally very different to a container vessel, and cargo is 
stored differently. We believe the mode of fire-fighting set out in 
SOLAS is not suitable for a modern container ship...”, as stated 
by the chairman of the International Union of Marine Insurance 
forum [7].

On the other hand, there have been a number of studies 
aimed at improving the fire safety on board ships of different 
types and applying a wide variety of methods and approaches. 

The research in [8] is focused on the issue of engine room 
fires, highlighting the inherent dangers and defining fire safety 
management as an important factor in efficient fire prevention. 
In this regard, a survey on fire safety in the engine room was 
carried out, resulting in proposals for the improvement of 
engine room fire safety management. 

The study [9] presents a comparison between the predictions 
of three different fire models and the experimental results of 
a model-scale fire test as a fire scenario on a vehicle deck on 
board a RoPax ship. The results obtained from this research may 
be useful for ship design and engineering in order to reduce the 
risks of accidents occurring.

Paying particular attention to the subject of cruise ship 
fires, an attention‒backpropagation neural network model is 
proposed in [10]. The model designed can provide a decision-
making reference for subsequent fire-fighting measures and 
personnel evacuation. The results obtained showed the effective 
and early fire warning generation.

However, it should also be noted that commercial and safety 
concerns are usually opposed to each other. This problem is no 
less relevant for the container fleet too. In practice, the crews on 
board ULCS may differ slightly from those on vessels of smaller 
sizes. Consequently, safety issues become more susceptible to the 
negative influence of the human factor, inter alia. In this context, 
the need to develop new methods and systems of firefighting and 
fire-detection, as well as to improve the existing ones, is further 
justified. Since firefighting is much simpler at the early stages of 
fire detection, the current research is focused in the direction 
of temperature control of containerised cargoes.

Generally, conventional fire-detection systems consist of 
a central module and a monitoring panel (additional repeater 
panels are possible); combinations of heat detectors, smoke 
and flame sensors, etc.; manual fire detectors; and sound and 
light alarm signalling devices. They can be both fairly simple 
and more complex to implement. According to the principle 
used to determine ignition, the following types of fire sensors 
can be distinguished [6]: thermal sensors, ionisation smoke 
sensors, optical smoke sensors, photo-thermal sensors, flame 
sensors, beam sensors, linear thermal sensors, and intrinsically 
safe systems.  

At the same time, a number of studies have been devoted 
to the problem of the development and improvement of fire-
detection systems for various applications. 

The study [11] presents a differential passive infrared (PIR) 
sensor and a method based on deep neural networks for real-time 
fire detection. The developed method uses a one-dimensional 
continuous wavelet transform to process the signals received 
from the sensor, with subsequent conversion of the resulting 
coefficients into RGB spectrum images and processing by 
a convolutional neural network. However, despite the declared 
effectiveness of the proposed system, its implementation on board 
a container ship with the purpose of cargo monitoring raises 
several issues that require further research. These include, but 
are not limited to, the following: the ability to detect unopened 
flames, such as ignition inside a cargo container; the number of 
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sensors required since, based on the calculation of one sensor per 
container, a 3,000 TEU container ship may need 3,000 sensors, 
which raises subsequent issues of their placement and further 
maintenance.

Trying to solve the problem of false positives, [12] describes 
a method for quick detection of fire by smoke. The proposed 
algorithm relies on the colour and diffusion characteristics of 
smoke and counts the number of pixels in each potential smoke 
region by processing its video image. However, as noted by the 
authors, this model has a drawback that requires further study, 
expressed in the independent generation of false signals due to 
the features of the algorithm.

The authors of [13] propose to use video images in order 
to detect flames, providing regular monitoring, and saving the 
received image at the time of the fire alarm, which may also be 
used for investigations. However, the implementation of such 
a system for cargo control on board a container vessel also 
raises additional issues. Besides, its effectiveness in the case 
of smoke or flames located inside a cargo container requires 
a separate study.

In [14], a cargo temperature control and fire safety system 
(CCFSS) is proposed and its relevance is outlined. CCFSS is 
based on the implementation of thermographic tools, such as 
thermal imagers, for efficient and early-stage fire detection 
in a real-time mode on board container ships. However, the 
proposed concept still requires solutions for a number of sub-
tasks, such as: 

•  definition of the most efficient layout of the thermal 
cameras to cover the area monitored; 

•  development of an algorithm that is able to predict and 
assess the potential hazardous situation at an early stage; 

•  development of a method for identifying the container 
that is the ignition source in a stack by its images in both 
the thermal and visible spectra.

The first two of these sub-tasks are discussed in [15]. It was 
therefore decided to conduct further research on the described 
system in relation to a cargo identification method.

The purpose of the current research is to propose a method 
for the identification of cargo containers within the stack from 
images in both the thermal and visible spectra within the 
CCFSS. Such a method may contribute to the identification 
of the heat/ignition origin at an early stage, namely to define 
its exact position. The relevance of this study is reinforced by 
the functional requirements listed in the SOLAS Convention, 
namely, determination of the fire in the area of origin and 
minimisation of the ignition risk of flammable cargo.

THERMAL IMAGER’S FIELD OF VIEW

In order to solve this task, the general idea of an installation 
pattern, the minimum number of thermal cameras required, the 
corresponding algorithm for data processing within the CCFSS, 
an instrument’s field of view (FOV) and other parameters/
limitations are considered, as well as the vessel’s configuration 
in the area where the system is installed. The parameters of 
the thermal camera used during the on-site observations are 
shown in Table 1.

Tab. 1. Specifications of the thermal camera module

Camera module

Thermal sensor 17 μm pixel size

Thermal resolution 80x60

Visual resolution 640x480

Horizontal / vertical FOV 46° ± 1° / 35° ± 1°

Focus Fixed 15 cm ‒ infinity

Radiometry

Scene dynamic range -20°C – 120°C

Accuracy

± 5°C or ± 5%
of the difference between the ambient 
and scene temperature. Applicable 60s 

after start-up when the unit is 
within 15°C – 35°C and the scene is 

within 10°C – 120°C

Thermal image analytics
– Movable spot meters

– Whole image region of interest (ROI)
– Editable in saved images

Palettes Iron, Black hot, White hot, Rainbow, 
Contrast, Arctic, Lava, Coldest, Hottest

As installation within, for example, a cargo hold may encounter 
some difficulties such as bulkheads or other configuration 
features that may obscure the view of the sensor, it is proposed 
to install cameras in accordance with such configurations in 
order to cover all the objects of interest through the common 
FOV of several thermal imagers. In this way, one camera can 
monitor a determined number of containers.

As a first approximation, a camera’s FOV can be presented 
as a pyramid with a rectangle at the base. Thus, the FOV can be 
determined by the pyramid’s height and the angles at its vertex. 
In the context of the set task, the angles at the pyramid’s vertex 
are the horizontal and vertical angles of the FOV, given from 
the imager’s specifications.

Fig. 1 schematically shows the thermal camera in relation 
to the cargo containers: the thermal camera is located within 
the cross-deck (3) of the ship’s cargo area in such a way that 
the pyramid of its FOV (2), rotated by an angle α, covers 
a predetermined number of containers (1). Thus, the height of 
the pyramid will depend on the distance from the camera to 
measurable objects.

Fig. 1. Schematic representation of thermal imager’s location  
in relation to cargo containers (top view)
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from the instrument’s specifications and through its calibration. 
The elements of the external orientation are determined by the 
position and angular orientation of the camera in relation to 
the measurable object’s coordinate system [18].

Fig. 3. Elements of the interior and exterior orientation

The coordinates of the object and its image are thus connected 
through the collinearity equation, which may be presented as 
follows:
   X = XS + (Z–ZS) Xʹ

Zʹ ,     (2)
    Y = YS + (Z–ZS) Yʹ

Zʹ

where:
X, Y, Z –  coordinates of the object M in the object’s coordinate 

system;
XS , YS , ZS –  coordinates of the projection centre S;
Xʹ, Yʹ, Zʹ –  coordinates of the vector rʹ in the object’s coordinate 

system, which may be defined by the formula:

Xʹ
Yʹ
Zʹ

x–x0
y–y0
–f

= A  ,      (3)

where:
x0, y0, f –  elements of the interior orientation;
x, y –  coordinates of the image;
A –  coordinate transformation matrix (direction cosine 

matrix), the values aij of which are determined by 
the values of the angle elements of the exterior 
orientation (ω, α, κ).

The direction cosine matrix A may be presented as follows:

cosα · cosκ – sinα · sinω · sinκ
cosω · sinκ

sinα · cosκ + cosα · sinω · sinκ
– cosα · cosκ – sinα · sinω · cosκ

cosω · cosκ
– sinα · sinκ + cosα · sinω · cosκ

– sinα · cosω
– sinω

cosα · cosω

A = 
  (4)

During the on-site observations, it was determined that 
the distance from the camera to the observable object, which 
is more than about 12 m, is practically inexpedient within 
the framework of the set task. Thus, based on the initial data 
available and trigonometric transformations, a pyramid’s edge 
can be obtained by the formula:

a = h2 · tan2  +Hfov

2
h2
V fov

2cos2
 ,     (1)

where:
a – side edge of the pyramid with a rectangle at the base;
h – height of the pyramid;
Hfov – horizontal angle of the FOV;
Vfov – vertical angle of the FOV.

Thus, the FOV pyramid, considering the camera specifications 
from Table 1, namely, Hfov = 46° and Vfov = 35° for a maximum 
object distance of 12 m and a camera’s focus of 15 cm, becomes 
the frustum [16] at the value of the focus, as plotted in Fig. 2.

Fig. 2. Plot of the view frustum for thermal camera used during 
the on-site observations

DEPENDENCY BETWEEN THE 
COORDINATE SYSTEMS OF AN OBJECT 

AND ITS IMAGE
The position of the image at the time of photographing is 

determined by three elements of the interior and six elements of 
the exterior orientations (Fig. 3). The interior elements include: 
a camera’s focus f and coordinates x0, y0 of a main point o. 
At the same time, the exterior elements are: the coordinates 
of a projection centre S – XS, YS, ZS, and the longitudinal, 
transverse and rotation angles ω, α and κ, respectively [17]. 
OXYZ is the coordinate system of the object M; oxyz – the 
coordinate system of the image; m is the projection (image) of 
the object M in the plane of the image. Vector R determines the 
position of the object M in relation to the coordinate system of 
the image. Vector RS determines the position of the projection 
centre S in the object’s coordinate system. Vector RM determines 
the position of the object M in relation to the coordinate system 
of the object. Vector rʹ determines the position of the image m 
in the coordinate system of the image. Thus, the elements of 
the internal orientation are defined by the internal geometry of 
the camera at the time of data collection and can be obtained 
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Considering Eq. (3), the collinearity equation Eq. (2) takes 
the following form:

    X = XS + (Z–ZS) a11(x–x0)+a12(y–y0)–a13f
a31(x–x0)+a32(y–y0)–a33f  (5)

     Y = YS + (Z–ZS) a21(x–x0)+a22(y–y0)–a23f
a31(x–x0)+a32(y–y0)–a33f

In the case of the CCFSS, the elements of the exterior 
orientation can be determined at the stage of the thermal 
imager’s installation. Also, the coordinate systems of each 
camera’s position within the common FOV pattern can be 
defined individually, as they are to be synchronised by a general 
data processing algorithm of the CCFSS. Thus, the allocation 
of the object’s coordinate system for each camera’s position can 
be presented with the origin in the corresponding projection 
centre S (XS; YS; ZS), both rotated at the same values of ω, 
α, and κ. Thus, the angle elements between the respective 
axes of the coordinate systems acquire zero values, as also do 
the coordinates of the projection centre S. So the coordinate 
transformation matrix A from Eq. (4) becomes a third-order 
identity matrix, and Eq. (2) considering A as the identity matrix 
in Eq. (3) take the following form:

    XM = ZM · (xi–x0)
–f ,     (6)

     YM = ZM · (yi–y0)
–f

where:
XM , YM –  coordinates of the object M in relation to the camera’s 

position;
xi , yi –  coordinates of the object’s image in the plane of the 

image;
f –  camera’s focus;
ZM –  distance from the camera to the measurable object.

SIMULATION MODELLING  
OF CONTAINER DETECTION  

BY THERMAL IMAGING
A simulation environment developed by means of the Unity 

IDE and C# programming language capabilities, which are 
also described in [14, 15], was used in this research in order to 
perform the simulation modelling of the current task.

Ignition source identification is performed by matching the 
dynamic infrared data of the object from its thermal image 
with static coordinate dependencies using images in both the 
infrared and visible spectra. The data of the visible spectrum are 
used to distinguish containers within the FOV of the camera, 
namely, by defining regions of interest (ROI) on the respective 
image. Therefore, several ROIs can be defined in regard to the 
respective containers within the camera’s FOV. The camera’s 
coordinates are predetermined, based on the elements of the 
external and internal orientation by means of the defined 
dependency between the coordinate systems of an object and 
its image. The thermal data layer of the infrared picture, which 
contains the temperature information for each pixel and its 

corresponding palette colour, can be used in order to analyse 
the real-time condition of the cargo container being monitored. 
A colour chart or colour palette is required for a better match of 
the pixel’s intensity values, which results in better detailing of 
the image. Moreover, these are used as an effective instrument 
for thermal data visualisation [19]. Thus, the container in which 
the ignition originates can be defined by a colour (temperature) 
change. When such a change is detected inside the respective 
ROI, the location of the origin of ignition can be identified 
and presented in bay/row/tier form, using data on the camera’s 
location within the vessel’s cargo area. An example of a thermal 
image in relation to the visible spectrum, taken during the 
on-site observations with the thermal imager, is presented in 
Fig. 4. It shows the possibility of thermal data processing by 
using appropriate commercial software. Spot 1, which is marked 
as “Sp1” in the infrared spectrum, corresponds to a temperature 
of 68.8°C. The instrument’s calibration and evaluation of the 
accuracy are the subjects of a separate study and are partially 
reviewed in [14].

Fig. 4. Reefer-container’s compressor in visible and infrared spectra

Fig. 5 presents the viewing frustum of the virtual camera, 
which is located inside the simulated cargo hold within the 
virtual environment. The camera’s view is rendered as a virtual 
texture plane, which is equivalent to the image. Within the 
designed simulation, the cargo containers have a thermal layer, 
which changes colour depending on the temperature settings 
of the application. One virtual camera is set to monitor four 
containers, which are identified within the camera’s coordinate 
system by numbers from left to right and from 0 to 3 (Fig. 6).

When the application is started, the colour values of the 
texture within the ROIs are saved to an array and used as the 
reference point. This is compared to the values obtained in each 
frame and, in the case of detecting a colour change, a warning 
message is issued that fire has been detected in the respective 
container, indicating the number from 0 to 3. In this context, 
each frame can be considered as an iteration of the cycle, which 
is stopped by a respective command from the operator.

Fig. 6 displays the above-mentioned virtual texture on the left 
(“Scene”) for visual data analysis during the simulation process. 
On the right (“Game”), a general overview of the simulated cargo 
hold with the user interface (UI) is presented. The UI allows 
the user to set the temperature of a fire source and start/stop 
the calculations. In the bottom tab (“Console”), the warnings 
generated are shown in accordance with the algorithm. The 
monitored containers are numbered for clarity.
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Fig. 5. Virtual camera’s viewing frustum

In the presented results, colour changes have been detected 
only in containers 2 and 3, with the respective warning messages 
displayed in the “Console” tab.

The proposed algorithm is considered satisfactory within the 
framework of the set task. However, it still requires enhancement 
and further research in order to implement the use of multiple 
cameras, and for determination of the container with the 
highest temperature value within the common FOV and data 
synchronization arrangement. 

Fig. 6. Simulation of container identification

CONCLUSIONS

The relevance of the safety issues inherent to cargo 
transportation by container ships has motivated research 
in the field, which is aimed at safety improvements through 
implementing a wide variety of methods and approaches. The 
increase in the size of container ships only reinforces the need 
for such improvements, particularly in the context of fire safety.

The current study proposes an image processing method 
to identify cargo containers in a stack within the CCFSS. This 
method is based on the use of thermal imagers as instruments 
for cargo monitoring. The algorithm developed uses images 
in both the thermal and visible spectra in order to detect the 
container that is the source of ignition and its exact position 
by matching the dynamic infrared data of the object from its 
thermal image with static coordinate dependencies. The thermal 
camera’s FOV used during the on-site observations has been 
modelled during the research. The method for identifying 
a container’s position is based on elements of its external and 
internal orientation, and can be implemented through the 
defined dependency between the coordinate systems of an 

object and its image. The obtained position is determined in 
relation to the camera’s coordinate system and can potentially 
be transformed into a “bay/row/tier” form by comparing the 
placement data of the respective camera in the cargo area being 
monitored. The simulation modelling was carried out using the 
Unity and C# programming language capabilities. The results 
obtained, as presented in the current work, are considered 
satisfactory within the set task.

However, additional research should be carried out in 
order to implement the use of multiple cameras, enabling the 
determination of the container with the highest temperature 
value within the common FOV and data synchronization 
arrangements. It should be noted that, while the simulation 
performed was carried out for the placement of imagers in 
a cargo hold, the proposed image processing method may also 
be used on deck. Therefore, the issue of the cameras’ installation 
pattern, as well as the other features and tasks of the CCFSS, 
will be the subject of further studies.
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ABSTRACT

The installation error of an acoustic transceiver array is one of the important error sources in an ultra-short baseline (USBL) 
system. In a USBL system with a positioning accuracy of 0.5%, an installation error angle of 1° will lead to a positioning error 
of 1.7% times the slant distance. In this paper, a dual transponder-based installation angle error calibration method for USBL 
is proposed. First, the positioning errors induced by various installation angles are deduced and analysed using the linear 
measurement of seafloor targets. Then, an iterative algorithm is proposed that estimates the rolling alignment error, pitching 
alignment error, and heading alignment error, in that order. The simulation and experienced results show that, after three 
iterations, the estimates of the three alignment errors can converge quickly, all of the estimates converge to within 0.001° and 
the estimated values are very close to the true values. The horizontal positioning error caused by the installation error angle 
can be reduced by nearly 75%. The method has good effectiveness and robustness, and can greatly improve the positioning 
accuracy of the USBL system.

Keywords: USBL, installation angle error, misalignment calibration, numerical algorithm, hydrolocation 

INTRODUCTION

The benefits of an ultra-short baseline positioning system 
(USBL) are a small array size, easy installation, adaptability, 
and low cost. As a result, it has significant social value and 
practical potential and can be instrumental in modern ocean 
mapping, resource exploration, the development of marine 
national security, and the detection of undersea targets (1). The 
installation error of an acoustic transceiver array is one of the 
important error sources in USBL systems (1). The installation 
error can be divided into coordinate offset error and angle 
rotation error, and the angle rotation error has a great influence 
on the positioning accuracy of USBL. Relevant literature shows 
that, in a USBL system with a positioning accuracy of 0.5%, an 

installation error angle of 1° will lead to a positioning error of 
1.7% times the slant distance, so it is important to accurately 
calibrate the installation angle before using the USBL system 
(2). Moreira et al. (2007) (3) first proposed the need to calibrate 
the error angle before USBL positioning. Yu (2010) (4) applied 
GPS-RTK (Global Positioning System real-time Kinematic) to 
the angle error calibration and used the least square method 
to calculate the installation error angle, but this method had 
special requirements for the selection of sampling points. Li 
et al. (2013) (5) verified the feasibility of the least square method 
to experimentally estimate the error angle of USBL installations 
in the sea, and the accuracy of the positioning system after error 
compensation could reach 5‰ of the slant distance. Morgado 
et al. (2013) (6) pointed out that the installation error angle of 

https://orcid.org/0000-0002-9914-8691
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the USBL system can be estimated by the multi-circle detour 
method with different navigation radii. However, this method 
requires the centre of the mother ship’s orbit trajectory to be 
located above the underwater transponder, which is difficult 
to be directly applied in practical engineering. Chen (2008) 
(7) studied the USBL installation error calibration method for 
ships sailing along a straight line and (8) verified the feasibility 
of the straight track method through theory and experiment. 
Jinwu et al. (2018) [(10)] proposed a fast calibration algorithm 
for USBL installation error angle based on a laid out multi-
transponder but this algorithm has strict requirements on the 
placement of transponders, limiting its application.

It is often difficult for ships to perform complex manoeuvres, 
and so they typically follow circular or straight paths in order to 
collect USBL, GPS, or other gyro compass observation data. Both 
the circular path and the straight path are simple manoeuvres 
but the disadvantage of the circular path scheme is that the 
rotational acceleration will reduce the performance of the gyro 
compass and motion sensor, and it needs to use different radii to 
circumnavigate many times, which is complicated. As a result, 
this paper suggests a dual transponder-based installation angle 
error calibration method for the USBL system. The positioning 
errors caused by various installation angles are first deduced 
and analysed. Based on this, an iterative approach is proposed, 
correcting the positioning errors of each angle sequentially by 
first estimating the rolling alignment error, then the pitching 
alignment error, and, finally, the heading alignment error.

PRINCIPLE AND ERROR ANALYSIS 
Of USBL POSITIONING COORDINATE 

SYSTEMS
The schematic of a ship navigating along a straight line path 

to locate an underwater transponder is shown in Fig. 1, where d 
represents the horizontal distance between the transponder and 
the ship track, θ represents the ship heading, (d, l) represents 
the position of Os relative to the origin Oa, and the depths of 
transponder 1 and 2 are h1 and h2, respectively. 

Fig. 1. The geometry of a straight path survey for positioning 
an underwater transponder

This paper employs several coordinate systems. The global 
coordinate system OgXgYgZg can obtain the absolute coordinate 
position of the object and OsXsYsZs is the base coordinate system, 
including the gyro compass and motion sensor. The auxiliary 
coordinate system OaXaYaZa is defined to simplify the derivation 
and its origin is located on the sea surface, above the transponder. 
The global coordinate system OgXgYgZg is a common earth-fixed 
coordinate system, e.g. the world geodetic system 1984 (WGS-
84). The auxiliary coordinate system OaXaYaZa is an imaginary 
local coordinate system with the set point as the origin. The USBL 
acoustic array is installed under the base array and, due to the 
installation error, the base coordinate system and the acoustic 
array coordinate system cannot completely coincide. To study the 
impact of installation error on the USBL positioning, the USBL 
acoustic array coordinate system OtXtYtZt is defined as shown 
in Fig. 2, where the alignment errors of heading, pitch, and roll 
are α, β and γ, respectively.

Fig. 2. The USBL acoustic array coordinate system OtXtYtZt. (a) heading 
misalignment, (b) pitch misalignment, and (c) roll misalignment

THE BASIC POSITIONING PRINCIPLE 

The USBL positioning system sends an inquiry signal to 
an underwater target transponder by a transducer array. The 
transponder receives the signal and sends a positioning signal; 
the transducer array measures the phase difference or delay 
difference between the base array elements to determine the target 
orientation. The slant distance between the measured target and 
the transducer array is then calculated by measuring the round-
trip time between the query signal and the positioning signal. 
By measuring the orientation and slant distance, the underwater 
target location may be finalised. The commonly used geometric 
diagram of the USBL positioning principle is shown in Fig. 3. 

Fig. 3. The geometric diagram of the USBL positioning principle
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The North-East-Earth rectangular coordinate system (x, y, z) is 
used, with the array’s centre at coordinate origin O. The No. 1 
and No. 3 transducers are located on the x-axis, and the No. 2 
and No. 4 transducers are located on the y-axis. The included 
angles between the target T and the x-and y-axes are θx and θy, 
respectively, and the slant range between the coordinate origin 
O and the target T is R.

Then, the coordinates of target T can be expressed as:

Pt = [R · cosθx , R · cosθy , R · √1–(cos2θx + cos2θy) ] (1)

The distance between the target and the coordinate origin 
is much larger than the array spacing, so the signal can be 
considered to be the far-field plane wave propagation. Then, 
the delay difference τ13 of the No. 1 and No. 3 transducers, and 
the delay differences τ24 of the No. 2 and No. 4 transducers are, 
respectively:

τ13 = d13 cosθx
c  , τ24 = d24 cosθy

c  ,  (2)

where c is the sound velocity in water, d13 is the distance between 
the No. 1 and No. 3 transducers, and d24 is the distance between 
the No. 2 and No. 4 transducers. Substituting Eqs. (2) into 
Eq. (1) gives the coordinates of T as:

Pt =[cRτ13
d13  , cRτ24

d24  , R · √1–c2[(τ13
d13)2 + (τ24

d24)2] ]  (3)

When the baseline length and sound speed in seawater are 
known, Eq. (3) states that the coordinate position of the target 
may be determined by computing the time delay and slant 
range, allowing for USBL positioning of the underwater target. 

In addition, the slant range (R), bearing (ϕ), and depression 
angle (ψ) from the underwater transponder to the USBL centre 
can also be used to calculate the position. The coordinate of the 
transponder T is shown in Eq. (4). It can be seen that, by this 
method, the position of the transponder in the USBL acoustic 
array coordinate can be determined by simply measuring the 
slant range, horizontal bearing, and depression angle.

Pt = [R cosψ cosϕ , R cosψ sinϕ , –R sinψ]   (4)

AN INSTALLATION ANGLE ERROR 
CALIBRATION BASED ON A DUAL 

TRANSPONDER

USBL POSITIONING ERRORS DUE TO ANGULAR 
MISALIGNMENTS

The position of transponder 1 in the OaXaYaZa coordinate 
system can be written as: Pa = [0, 0, –h1, 1]. When there is no 
alignment error between the attitude sensor and USBL acoustic 
array, OtXtYtZt and OsXsYsZs completely coincide, and the 
position of the seabed transponder in the OtXtYtZt coordinate 
system is: Pt = Tsa (d, l, θ) · Pa = [-d, –l, –h1, 1]. When there is 
a heading alignment error α between the OtXtYtZt coordinate 
system and OsXsYsZs coordinate system, the position of the 
seabed transponder is:

P αt = Tts(α) Tsa(d, l, θ) Pa 

–d cosα – l sinα
d sinα – l cosα

–h1
1

  (5)

Similarly, when there is pitch alignment error β and roll 
alignment error γ, between the USBL acoustic base coordinate 
system and the carrier base coordinate system, respectively, 
the position of the transponder in the OtXtYtZt coordinate 
system is:

P βt = Tts(β) Tsa(d, l, θ) Pa 

–d
–l cosβ – h1 sinβ
 l sinβ – h1 cosβ

1

 ,

  (6)

Pγ
t = Tts(γ) Tsa(d, l, θ) Pa 

–d cosγ + h1 sinγ
–l

 –d sinγ – h1 cosγ
1

In order to analyse the influence of alignment errors on 
the USBL positioning in the OtXtYtZt coordinate system, the 
positioning error caused by the heading misalignment α is:

εα  = P αt – Pt = 

–d cosα – l sinα + d
d sinα – l cosα + l

0
0

    (7)

Similarly, the positioning errors of transponders εβ and εγ, 
caused by the pitch and roll misalignments under the coordinate 
system OtXtYtZt, are, respectively:

εβ = P βt – Pt = 

0
–l cosβ – h1 sinβ + l
l sinβ – h1 cosβ + h1

0

 ,

  (8)

εγ = Pγ
t – Pt = 

–d cosγ + h1 sinγ + d
0

–d sinγ – h1 cosγ + h1
0

To analyse the influence of angular misalignments on 
positioning accuracy, the following simulation was conducted. 
Suppose the depth of transponder 1 is 100 m, the horizontal 
distance d from the transponder to the ship’s straight track is 
50, 100, 200, and 300 m, l is −100 m to 100 m, and the heading, 
pitch, and roll misalignments are all set to 10°. Figs. 4-6 show 
the positioning error diagram caused by the misalignment of 
heading, pitch, and roll.

εα
x and εα

y are the positioning errors in the x-direction and 
y-direction caused by heading misalignment, respectively. 
According to Eq. (8), we can obtain:

εαx = cot α2 · εαy + csc α2 · d     (9)

It can be seen from Eq. (9) and Fig. 4 that the positioning 
error in the x-direction, caused by heading misalignment, has 
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It can be seen that the positioning error in the y-direction, 
caused by pitch misalignment, has a  proportional linear 
relationship with the error in the z-direction, and the error 
is independent of the horizontal distance d, while there is no 
positioning error in the x-direction. In addition, the positioning 
errors in the x-direction and z-direction, caused by roll 
misalignment, are independent of l, and the errors increase 
with the increase of horizontal distance d, while there is no 
positioning error in the y-direction.

a linear relationship with the positioning error in the y-direction, 
and the error increases with the increase of horizontal distance 
d, while there is no positioning error in the z-direction.

Similarly, εβ
y and εβ

z are the positioning errors in the 
y-direction and z-direction caused by pitch misalignment, 
and εγ

x and εγ
z are the positioning errors in the x-direction and 

z-direction caused by roll misalignment. According to Eq. (8), 
we can obtain:

εβy = tanβ
2 · εβz+ secβ

2 · h, εγx =–tanγ
2 · εγz+ secβ

2 · h (10)

Fig. 4. The positioning error diagram caused by heading misalignment 

Fig. 5. The positioning error diagram caused by pitch misalignment 

Fig. 6. The positioning error diagram caused by roll misalignment
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ITERATIVE ALGORITHM

When the USBL acoustic coordinate system and the carrier base coordinate system have alignment errors of heading, pitch, 
and roll, the position of the seabed transponder 1 is:

Ptʹ1 = Tts(α) Tts(β) Tts(γ) Tsa(d, l, θ) Pa  = 

 = 
–d cosγ cosα – l cosγ sinα + h1 sinγ

–d(sinβ sinγ cosα – cosβ sinα) – l(sinβ sinγ sinα + cosβ cosα) – h1 sinβ cosγ
–d(sinγ cosβ cosα + sinβ sinα) – l(sinγ cosβ sinα – sinβ cosα) – h1 cosβ cosγ

1   (11)
Similarly, the coordinate of the seabed transponder 2 is:

Ptʹ2 = 

–d cosγ cosα – l cosγ sinα + h2 sinγ
–d(sinβ sinγ cosα – cosβ sinα) – l(sinβ sinγ sinα + cosβ cosα) – h2 sinβ cosγ
–d(sinγ cosβ cosα + sinβ sinα) – l(sinγ cosβ sinα – sinβ cosα) – h2 cosβ cosγ

1

        (12)

For the characteristics of positioning errors caused by 
each installation angle, an algorithm for iterative calculation 
and estimation of heading, pitch, and roll misalignments is 
proposed. The specific steps are as follows:

(1) The installation error angle of roll is solved by the error 
component in the x-direction of the OtXtYtZ coordinate 
system. According to Eq. (11) and Eq. (12), when the ship 
sails in a straight line, the x-axis values of transponder 1 and 
transponder 2 are:

Ptʹ1_x = –d cosγ cosα – l cosγ sinα + h1 sinγ ,
  (13)

Ptʹ2_x = –d cosγ cosα – l cosγ sinα + h2 sinγ 

From Eq. (13), we can get the following equation:

Ptʹ1_x – Ptʹ2_x = (h1 – h2) sinγ    (14)

Then, the roll misalignment is given as:

γ = arcsin Pʹt1_x – Pʹt2_x
h1 – h2

 = arcsin Pʹt2_x – Pʹt1_x
Δh   (15)

where Pʹt1_x and Pʹt2_x represent the x-axis coordinate values 
of transponder 1 and transponder 2, respectively, in the USBL 
array coordinate system. Δh is the depth difference between 
transponder 1 and transponder 2.

(2) After correcting the roll error, it can be found that the pitch 
installation error angle can be solved by the error component in 
the y-direction. According to Eq. (11) and Eq. (12), the y-axis 
values of transponder 1 and transponder 2 are:

Ptʹ1_y = –d(sinβ sinγ cosα – cosβ sinα) –

 –l(sinβ sinγ sinα + cosβ cosα) – h1 sinβ cosγ (16)

Ptʹ2_y = –d(sinβ sinγ cosα – cosβ sinα) –

 –l(sinβ sinγ sinα + cosβ cosα) – h2 sinβ cosγ (17)

When there is no roll error, it can be seen from Eq. (16) 
and Eq. (17) that:

Ptʹ1_y – Ptʹ2_y = (h2 – h1) sinβ    (18)

Then, the pitch misalignment is calculated as:

β = arcsin 
Pʹt1_y – Pʹt2_y

h2 – h1
 = arcsin 

Pʹt1_y – Pʹt2_y
Δh   (19)

where Pʹt1_y and Pʹt2_y represent the y-axis coordinate values 
of transponder 1 and transponder 2, respectively, in the USBL 
array coordinate system.

(3) After both the roll and pitch misalignments are corrected, 
it should be noted that the heading error angle can be solved 
by combining the error component in the x-direction and 
y-direction of a transponder. When there is no roll and pitch 
error, it can be seen that: 

Ptʹ1_x = –d cosα – l sinα , Ptʹ1_y = d sinα – l cosα (20)

Then, the heading misalignment is given as:

α = arcsin Ptʹ1_y · d – Ptʹ1_x · l
d2 + l2     (21)

(4) However, the above analysis is carried out under the 
assumption that the deviations of the other two angles have 
been corrected when calculating each installation error angle, 
which is not the case in engineering practice. Therefore, the 
above method cannot directly estimate the error angle and 
so the above steps must be repeated. An incremental iterative 
algorithm is proposed to estimate the error angle, as shown in 
Fig. 7. The iterative algorithm starts from α = β = γ = 0 and, in 
each iteration, the increments Δα, Δβ, and Δγ of the installation 
error angle are calculated and accumulated. Then the original 
positioning data of the positioning observations are modified 
with the updated estimation of roll, pitch and heading. The 
iterative process is continued until all estimates of the angular 
deviations converge. 
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NUMERICAL SIMULATIONS 

According to Eq. (4), the position of the transponder can be 
calculated by measuring the oblique distance R, bearing ϕ, and 
depression angle ψ. The effectiveness and robustness of the new 
algorithm to noise are analysed by adding random Gaussian 
noise. The simulation conditions are as follows: the depths of 
transponder 1 and 2 are 100 m and 150 m, respectively, and 
the horizontal distance d from the transponder to the ship’s 
straight track is 50 m, l is −100 m to 100 m, the values of three 
installation angle errors α, β, and γ are 7°, 3°, and 5°, respectively. 
The values of R, ϕ, and ψ all follow a normal distribution with 
zero mean, the standard deviation of R is 0.25 m, and the 
standard deviation of ϕ and ψ is 0.2°.

When the alignment error is not corrected, the x and y 
coordinates of the two transponders are as shown in Fig. 8(a), 
the position after one iteration is shown in Fig. 8(b), and the 
result after five iterations is shown in Fig. 8(c). It can be seen that, 
after correction, the x and y coordinates of the two transponders 
tend to be approximately the same as the number of iteration 
increases. The number of iterations ranges from one to five and 
the iterative estimations of the alignment error for 200 observed 

positions are calculated and averaged according to Eqs. (22), 
(26), and (29), and the results are shown in Table 1. It can be 
seen from the table that the estimates of roll, pitch, and heading 
converge to their true values with a small error. In addition, the 
algorithm is robust, even with measurement errors, and all of 
the estimates converge to within 0.001° after three iterations.

Tab. 1. The iterative estimates of alignment errors

Iteration
number Δα Δβ Δγ α β γ

1 6.968° 2.495° 4.512° 6.968° 2.495° 4.512°

2 0.024° 0.426° 0.443° 6.992° 2.921° 4.955°

3 0.008° 0.079° 0.045° 7.000° 3.000° 5.000°

4 3.6e-5° 6.8e-4° 5.3e-4° 7.000° 3.000° 5.000°

5 1.5e-7° 2.2e-5° 3.8e-5° 7.000° 3.000° 5.000°

EXPERIENCE AND ANALYSIS

A USBL localisation experiment was conducted to further 
verify the effectiveness of the proposed installation angle error 
calibration method in practical applications. The test equipment 

Fig. 7. The incremental iterative algorithm
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included the USBL system, Real Time Kinematical Global 
Positioning System (RTK-GPS), and Attitude and Heading 
Reference System (AHRS). The transducer array has a four-
element planar array structure, with four elements located on the 
horizontal axis of the acoustic array, and the transmitter head is 
located at the geometric centre of the four arrays. The transducer 
array is mounted on the starboard side of the mother ship at 

a depth of 2 m and is rigidly connected to the connecting rod. 
The RTK-GPS is used to measure the horizontal position of the 
two transponders and take it as the origin. Since the accuracy of 
RTK reaches the centimetre level, this coordinate could be taken 
as the true value of algorithm verification. In the experiment, 
the ship sailed in a straight line near the transponders, and 
eight navigation tracks were seen (Fig. 9).

Fig. 8. The x and y coordinates of the two transponders. (a) No iteration; (b) one iteration; (c) five iterations 
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Fig. 9. The eight navigation tracks

The pitch, roll, and heading alignment errors were estimated 
using the USBL observations measured along path l1, according 
to the installation angle error calibration method proposed in the 
previous section and shown in Fig. 10. As can be seen from the 
figure, the estimates of the three alignment errors can converge 
quickly, and the estimates are very close to the true values when 
the number of iterations is three. Then, these three alignment 
errors were estimated using the USBL observations collected 
along paths l1–18 and the results are shown in Table 2. It can be 
seen that the standard deviations of the pitch, roll and heading 
alignment error estimates are small, which indicates that the 
algorithm is robust for all three error estimates. It should be 
noted that the USBL installation angle error can be caused by 
surface ambient noise and hull self-noise, artificial incorrect 
installation operation, and measurement errors of devices such 
as RTK-GPS and OCTANS. These factors have different effects 
on heading angle, pitch angle and roll angle, so the horizontal 
and heading installation errors are different.

Fig. 10. Convergence of the estimates based on the observations collected 
along path l1.

Tab. 2. Estimates of alignment errors from different paths

Survey 
path α β γ Survey 

path α β γ

11 2.12° 3.31° 5.52° 15 2.03° 3.15° 5.55°

12 2.05° 3.25° 5.45° 16 2.20° 3.40° 5.44°

13 2.25° 3.36° 5.61° 17 1.99° 3.33° 5.42°

14 2.18° 3.22° 5.37° 18 2.28° 3.13° 5.51°

Mean 2.14° 3.27° 5.48° Std. 
dev. 0.10° 0.09° 0.07°

Based on the results in Table 2, the USBL observations were 
corrected, and the seabed transponder positioning before 
and after the error correction is shown in Fig. 11. The point 
distribution shows that there is a large horizontal positioning 
error before the correction and after the error correction, the 
positioning results are more concentrated at the true position 
of the transponder. The horizontal position error is reduced 
by nearly 75% after the error angle correction of the USBL 
installation, and the horizontal positioning accuracy of USBL 
has been significantly improved.

Fig. 11. The seabed transponder positioning before and after t
he error correction 

CONCLUSION

This paper deduces and analyses the influencing laws of 
heading, pitch, and roll on positioning errors. Then, an iterative 
calibration algorithm of USBL installation angle error, based 
on dual transponders, is proposed, which first estimates the 
rolling alignment error, then estimates the pitch alignment error, 
and, finally, estimates the heading alignment error. Simulations 
and experience show that the convergence speed of the three 
alignment errors is very fast; only a few iterations are needed to 
accurately calculate the alignment errors, and the new algorithm 
has good effectiveness and stability, which can greatly improve 
the positioning accuracy of the USBL system.
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AbstrAct

To obtain the mechanical energy of waves from arbitrary directions, the vibration absorbers of wave energy converters 
(WEC) are usually vertically axisymmetric. In such case, the wave-body interaction hydrodynamics is an essential 
research topic to obtain high-efficiency wave energy. In this paper, a semi-analytical method of decomposing the 
complex axisymmetric boundary into several ring-shaped stepped surfaces based upon the boundary approximation 
method (BAM) is introduced and examined. The hydrodynamic loads and parameters, such as the wave excitation 
forces, added mass and radiation damping of the vertical axisymmetric oscillating buoys, can then be achieved by 
using the new boundary discretisation method. The calculations of the wave forces and hydrodynamic coefficients show 
good convergence with the number of discretisation increases. Comparison between the constringent results and the 
results of the conventional method also verifies the feasibility of the method. Then, simulations and comparisons of the 
hydrodynamic forces, motions and wave power conversions of the buoys with series draught and displacement ratios in 
regular and irregular waves are conducted. The calculation results show that the geometrical shape has a great effect 
on the hydrodynamic and wave power conversion performance of the absorber. In regular waves, though the concave 
buoy has the lowest wave conversion efficiency, it has the largest frequency bandwidth for a given draught ratio, while 
in irregular waves, for a given draught ratio, the truncated cylindrical buoy has the best wave power conversion, and 
for a given displacement of the buoy, the concave buoy shows the best wave power conversion ability.

Keywords: Vertical axisymmetric, Ring-shaped stepped surface, Boundary approximation, Constringent, Geometrical shape

https://orcid.org/0000-0002-3735-7834


POLISH MARITIME RESEARCH, No 2/2023 131

introduction

Slow-speed ocean waves have now been proved to be 
a promising renewable resource that can promote the periodic 
vibration of the floating structure or the periodic compression 
and release of air, thus converting energy [1]. For this reason, 
and based on this principle, many wave energy converter 
(WEC) concepts have been developed for efficient and 
economic power absorption, such as the point absorber (PA), 
which utilises the heave mode of the oscillating buoy in waves. 
At the same time, the wave‒body interaction hydrodynamics, 
as well as the performance analysis of the power take-off 
(PTO) mechanism, have also been continuously studied 
to facilitate the design of equipment and achieve the best 
operation in the considered environment.

The influence of the geometry influence on hydrodynamic 
characteristics has been evaluated on traditional marine 
structures to minimise their motion and improve their 
sea-keeping ability [2]-[3]. In contrast, the same efforts 
have been made in the case of PAWECs in order to make 
the absorber oscillate harmoniously in random sea waves, 
allowing maximum motion amplitudes to absorb more wave 
power. Many works on improving the wave power conversion 
efficiency by optimising the geometrical shape or parameters 
of PAWECs have been conducted in view of the increasing 
interest in ocean renewable energy [4]-[6]. Mavrakos and 
Katsaounis [7] explored the effect of the floaters’ geometries 
on the power conversion performance of tightly moored 
vertical axisymmetric wave energy converters. The absorbers, 
considering a bottom-mounted vertical or horizontal skirt 
in the single-body and piston-like arranged WECs, were 
examined and comparatively assessed. They found that 
the conical absorber with a vertical skirt, considering the 
same displacement, has a better power conversion ability 
as the significant wave height increases. A surge‒pitch 
wave energy converter with bi-cubic B-spline surfaces of 
parametric description was examined by McCabe et al. [8]. 
The elementary cost function was used to determine the 
performance, and the optimal shape of the collector was 
obtained by using genetic algorithms. They found that the 
optimal collector shape with the best cost function value 
overall was asymmetrical, with a bulbous body and ‘wings’ 
that slope backwards from the bottom upwards. Similar 
research on shape optimisation using a genetic algorithm was 
also conducted later by McCabe [9], considering the constraint 
regimes defined by the displacement and power rating limits 
based on wave data from the North-East Atlantic Ocean. 
Zhang et al. [10] introduced a new hydrodynamic evaluation 
method for vertical axisymmetric absorbers and explored 
several cases for the optimisation of wave energy conversion. 
They found that, among absorbers with the same outer 
radius and draught, the cylindrical type shows an excellent 
wave energy conversion ability at certain given frequencies, 
while in random sea waves, the parabolic and conical ones 
have better stabilisation and applicability in wave power 
conversion. Shadman et al. [11] presented a methodology 
for the geometrical optimisation of wave energy converters 

based on statistical analysis methods and the hydrodynamics 
of the system in the frequency domain. They tested this 
method on an axisymmetric heaving point absorber for 
a nearshore region of the Rio de Janeiro coast and obtained 
the optimal geometrical configuration. Esmaeilzadeh and 
Alam [12] calculated the optimum shape for a submerged 
planar pressure differential wave energy converter through 
a systematic method based on high-performance computing 
and considering different kinds of incident waves. A new 
parametric description of the absorber shape with Fourier 
decomposition of geometrical shapes is introduced in their 
research. Very recently, Erselcan and Kükner [13] conducted 
a parametric optimisation study to find an optimal design for 
a heaving point absorber wave energy converter located off 
the Turkish coast of the Black Sea. The effects of the geometry, 
mass, and the dimensions of the floats and the parameters 
of the power take-off system are considered and evaluated.

The above series of optimisation studies are based upon 
the accurate simulation of the hydrodynamics of wave power 
harvesting structures. For those oscillating absorbers with 
a simple configuration, the traditional potential flow algorithm, 
dividing the encircled fluid domain into several subdomains, 
can be employed. In such case, the expressions of the velocity 
potentials, added mass, radiation damping and wave forcing 
can be analytically presented by using the eigenfunction 
expansion method as shown in Mavrakos et al. [14] and 
Bachynski et al. [15]. Thus, the hydrodynamic performance as 
affected by the geometrical parameters can be systematically 
described. However, for absorbers with a complex wetted 
surface, numerical calculation methods (boundary element 
method, finite element method, etc.) should be used. Based on 
these methods, many studies have been carried out to improve 
the wave power conversion performance of the device, though 
it needs large quantities of grid data and a huge number of 
calculations. For example, to optimise the absorber’s wave 
power conversion for a targeted location in the Atlantic off the 
west coast of Ireland, Goggins and Finnegan [16] introduced 
a methodology considering geometric configuration contrasts 
with massive hydrodynamic numerical calculations using 
ANSYS-AQWA. To systematically analyse the effects of the 
geometric constraints of an oscillating water column wave 
energy converter for power optimisation in irregular waves, 
Gomes et al. [17] calculated extensive hydrodynamic data 
using the BEM-based code WAMIT. Later, Koh et al. [18] 
conducted a multi-objective optimisation considering the 
constraints of PTO damping and the production cost of the 
required sheet plate volume. Because of the requirement 
for sufficient relevant hydrodynamic data corresponding to 
the power conversion of geometrical parameter selection, 
the commercial program ANSYS-AQWA was employed, 
which resulted in the establishment of a vast amount of grid 
data and models. Related float configuration optimisation 
research considering more complex structures and more 
advanced methods is still ongoing, such as by Garcia-Teruel 
et al. [19]-[20], Esmaeilzadeh et al. [21], Sergiienko et al. [22], 
Berenjkoob et al. [23], and Rodríguez et al. [24]. However, 
the researches on the influence of the PTO damping and 
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geometrical configurations on the power conversion of the 
harvesting buoy with heave motion are still not sufficiently 
thorough and comprehensive.

In this context, a semi-analytical solution, first put forward 
by Kokkinowrachos et al. [25] and explored further by Zhang 
et al. [10], was employed for the relatively fast and simple 
hydrodynamic calculation and systematic wave power 
conversion evaluation of a vertical axisymmetric absorber 
with heave motion. The lateral section shapes of the buoy 
were described by different power series equations, such as 
half for concave and one for conical. Having divided the fluid 
domain under the float into coaxial annular fluid domains, 
a general eigenfunction expansion matching method was then 

understandably employed. A convergence and accuracy test for 
the hydrodynamic calculation of a hemisphere was conducted 
by increasing the number of discretisations. Further, a set of 
hydrodynamic coefficients and wave excitation forces for the 
oscillating absorbers with continuous draught ratios were 
calculated conveniently. Then, the corresponding captured 
wave power in regular and irregular waves, considering the 
general and optimised PTO mechanical damping coefficients, 
was calculated. The effect of the geometrical configuration of 
the buoys on the wave power conversion was systematically 
analysed and evaluated, and can be referred to in future work 
to improve the wave energy conversion performance.

Table 1. Variables and their definitions

Variable Definition Variable Definition

ω Wave frequency (rad/s) A Wave amplitude (m)

Ö Velocity potential (m2/s) g Gravity acceleration (m/s2)

h Water depth (m) m Mass of the floater (kg)

k Wave number ρ  Water density (kg/m3)

3dF Wave force in heave (N) R  Radius of the floater (m)

33µ Added mass in heave (kg) d  Draught of the floater (m)

33λ Radiated damping in heave (Ns/m) t Straight wall height of the floater (m)

33k Hydrostatic restoring stiffness coefficient (N/m) η Wave energy conversion efficiency

3RAO Response amplitude operator in heave pc PTO damping coefficient (Ns/m)

3dF Non-dimensional wave force in heave P0 Incident wave power (W)

33µ  Non-dimensional added mass in heave Pa Average captured wave power (W)

33λ
 

Non-dimensional radiated damping in heave pω Peak frequency (rad/s)

( )S ω Wave spectral density SH Significant wave height (m)

HYdrodYnamic formulationS

The oscillating absorber considered in this study is shown 
in Fig. 1. We define the cylindrical coordinated system 
( , , )r zθ  by its origin located at the centre of the absorber 
and on the mean plane of the free surface. The axis oz is 
vertically upward. The wetted surface of the absorber is 
assumed to comprise a cylindrical surface and a vertical 
axisymmetric curved surface. The outer radius of the two 
surfaces is the same and denoted as R . The cylinder height, 
the whole draught and the water depth are denoted as t , d
and h , respectively, in which 0 t d≤ ≤ . For convenience, 
the variables and their definitions are displayed in Table 1. Fig. 1. Definition of fluid subdomains of boundary approximation method
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For incompressible and inviscid fluid, and for small 
amplitude wave theory with irrotational motion, we can 
introduce a velocity potential ( , , , ) Re[ ( , , ) ]i tr z t r z e ωΨ θ Φ θ −= to describe the fluid 
flow. Assuming harmonic motion in frequency domain, for 
the sake of simplicity, the time variation can be omitted and 
the velocity potential can be written as

( , , , ) Re[ ( , , ) ]i tr z t r z e ωΨ θ Φ θ −=  (1)

According to the line plane wave theory, the spatial 
velocity potential Φ can be decomposed as the undisturbed 
incident wave velocity potential Φ0 , scattered potential Φ7 
for a fixed body and radiation potential Φj(j = 1,3,5) induced 
by the body motion oscillation in otherwise calm water. The 
velocity potentials Φ0 and Φ7 comprise the diffracted potential 
ΦDaround the structure with constraints. Then, we have
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where ( 1 6)j j - = is the j-th mode motion amplitude and only 3j = for heave is considered in this paper. The 
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Laplace equation: 2 0Φ =    (3) 

free surface condition: 2 0 0,zΦ g Φ z r R −  = =    (4) 

seabed condition: 0zΦ z h = = −   (5) 

hull boundary condition: 3 0 7, ( ) 0n n nΦ V Φ Φ =  + =   (6) 

radiation condition:  lim ( ) 0rr
kr Φ ikΦ

→
 − =   (7) 

where i is an imaginary unit and k is the wave number, which comes from the dispersion relation, and the symbol

( )n indicates the derivative in the normal vector pointing always outwards from the wetted surface of the device.  

 (2)

where ( 1 6)j j -ξ = is the j-th mode motion amplitude and only 
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where i is an imaginary unit and k is the wave number, which 
comes from the dispersion relation, and the symbol ( )n∂
indicates the derivative in the normal vector pointing always 
outwards from the wetted surface of the device. 
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by 0 1 =  and 2 =  for 1 . In accordance with (8), the velocity potential of the diffraction potential field 

caused by the fixed device can be written in the form 
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In the unbounded fluid domain with finite water depth, the radiation velocity potential caused by the forced 

oscillated vertical axisymmetric body in heave can be expressed as 
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The newly introduced velocity potential expressions D and 3 should also satisfy the former boundary 

conditions, and their solution will be the key problem in the hydrodynamic analysis of the oscillating buoy. To 

obtain the hydrodynamic characteristics of the absorbers, the velocity potentials around the vertical axisymmetric 

body should be confirmed. Before decomposing the Laplace equation with the method of separation of variables, 

we should first divide the fluid domain around the device into several subdomains. For the complex axisymmetric 

wetted surface, we decompose it into ring-shaped stepped surfaces by dividing the projection curve on the vertical 

plane averagely. Thus, the velocity potentials in each domain can be expressed in the form of Fourier series. 
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The newly introduced velocity potential expressions Dϕ 

and 
3ϕ 

should also satisfy the former boundary conditions, and 
their solution will be the key problem in the hydrodynamic 
analysis of the oscillating buoy. To obtain the hydrodynamic 
characteristics of the absorbers, the velocity potentials 
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The sets of unknown Fourier coefficients  are determined by taking advantage of orthogonality, in the 

so-called Garrett method, according to matching of the potentials and its normal derivative on the juncture 

boundaries surface shared by the subdomains. For the detailed matching procedure, the reader can refer to Zhang 

et al. [10]. Considering the heave motion applied in the wave energy conversion, the wave forcing and radiation 

damping coefficients in heave need to be obtained. Thus, by defining 0 0R = , the non-dimensional wave excitation 

forces and hydrodynamic coefficients of the absorber in heave can be calculated and defined by 
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WAVE ENERGY CONVERSION 

Having obtained the hydrodynamic parameters and wave-excited forces, the wave energy conversion ability 

of the buoys can be further investigated. The power take-off (PTO) mechanism assembled between the absorber 

and the solid platform or seabed is composed of a linear damper, which can be activated to output electric energy 

under the absorber’s heave reciprocating motion [26]. In such case, the motion of the buoy with the PTO 

mechanism in waves can be expressed as 
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forces and hydrodynamic coefficients of the absorber in heave can be calculated and defined by 
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WAVE ENERGY CONVERSION 

Having obtained the hydrodynamic parameters and wave-excited forces, the wave energy conversion ability 

of the buoys can be further investigated. The power take-off (PTO) mechanism assembled between the absorber 

and the solid platform or seabed is composed of a linear damper, which can be activated to output electric energy 

under the absorber’s heave reciprocating motion [26]. In such case, the motion of the buoy with the PTO 

mechanism in waves can be expressed as 
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The sets of unknown Fourier coefficients  are determined by taking advantage of orthogonality, in the 

so-called Garrett method, according to matching of the potentials and its normal derivative on the juncture 

boundaries surface shared by the subdomains. For the detailed matching procedure, the reader can refer to Zhang 

et al. [10]. Considering the heave motion applied in the wave energy conversion, the wave forcing and radiation 

damping coefficients in heave need to be obtained. Thus, by defining 0 0R = , the non-dimensional wave excitation 

forces and hydrodynamic coefficients of the absorber in heave can be calculated and defined by 
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WAVE ENERGY CONVERSION 

Having obtained the hydrodynamic parameters and wave-excited forces, the wave energy conversion ability 

of the buoys can be further investigated. The power take-off (PTO) mechanism assembled between the absorber 

and the solid platform or seabed is composed of a linear damper, which can be activated to output electric energy 

under the absorber’s heave reciprocating motion [26]. In such case, the motion of the buoy with the PTO 

mechanism in waves can be expressed as 

 33 33 33 3( ) ( )p dm z c z k z f + + + + =   (18) 
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WavE EnErgY convErSion

Having obtained the hydrodynamic parameters and 
wave-excited forces, the wave energy conversion ability of 
the buoys can be further investigated. The power take-off 
(PTO) mechanism assembled between the absorber and the 
solid platform or seabed is composed of a linear damper, 
which can be activated to output electric energy under the 
absorber’s heave reciprocating motion [26]. In such case, the 
motion of the buoy with the PTO mechanism in waves can 
be expressed as

33 33 33 3( ) ( )p dm z c z k z fµ λ+ + + + =   (18)

where pc denotes the damper’s damping coefficient, which 
can be regulated, 33k  is the hydrostatic restoring stiffness 
coefficient and is expressed as gSρ , with water density ρ , 
gravity acceleration  g and waterline area S. The variables z , z
, z and 3df contain the common time factor i te ω , which can be 
unified as  

where pc denotes the damper’s damping coefficient, which can be regulated, 33k  is the hydrostatic restoring 

stiffness coefficient and is expressed as gS , with water density  , gravity acceleration  g and waterline area S. 

The variables z , z , z and 3df contain the common time factor i te  , which can be unified as tΦe  −= . By 

separating the time factor from these variables into the frequency domain, the response amplitude operator (RAO) 

of the buoy in heave can be obtained and given as  
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3 2

33 33 33( ) ( )
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FZRAO
A m i c k   
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  (19) 

In this paper, the wave-excited motion amplitude A here is unit, so the calculated RAO will also be the motion 
amplitude. According to Falnes [28], for an oscillating-buoy wave energy converter, the captured wave energy with 
a linear PTO mechanism can be defined as 

 2 21
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=  =   (20) 

Therefore, the optimal PTO damping coefficient can be obtained by solving the extreme value problem of the 
power expression about the damping coefficient. Then, we have the optimal expression of the damping coefficient: 
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= + + −   (21) 

To better understand the wave conversion ability of the buoy with different geometries, we define the capture 

width ratio   to describe the wave energy conversion efficiency, expressed as 
 0aP P =   (22) 

with the incident wave power defined as 
 0 0 0 0(4 ) (1 2 sinh2 )P gB A k k h k h =  +   (23) 

where B denotes the heave wave width of the buoy and is defined as twice the radius of the buoy in this paper. 0k

is the zero order wave number for a given wave frequency  . 

NUMERICAL RESULTS 

CONVERGENCE AND VERIFICATION 

The numerical work in this section is involved in the choice of the number of terms used in the infinite 

simulations. The former 30 terms of the unknown Fourier coefficients are adopted in the infinite summations to 

compute the numerical results because the infinite summations have excellent truncation characteristics, as 

depicted in Yeung [29]. A quintessential hemisphere with radius R=5m and draught 5md = in the water depth of 
50mh = with different incident wave frequencies is adopted here to verify the feasibility and validity of this 

semi-analytical solution.  

     

Fig. 2. Non-dimensional hydrodynamic calculation results with different incident wave frequencies for a hemisphere 

. By separating the time factor from these 
variables into the frequency domain, the response amplitude 
operator (RAO) of the buoy in heave can be obtained and 
given as 
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In this paper, the wave-excited motion amplitude A
here is unit, so the calculated RAO will also be the motion 
amplitude. According to Falnes [28], for an oscillating-buoy 
wave energy converter, the captured wave energy with a linear 
PTO mechanism can be defined as
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Therefore, the optimal PTO damping coefficient can be 
obtained by solving the extreme value problem of the power 
expression about the damping coefficient. Then, we have the 
optimal expression of the damping coefficient:

 2 2 1 233
, 33 33[ ( ) ]p opt

k
c mλ ω ωµ

ω
= + + −  (21)
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To better understand the wave conversion ability of the 
buoy with different geometries, we define the capture width 
ratio η  to describe the wave energy conversion efficiency, 
expressed as

0aP Pη =  (22)

with the incident wave power defined as

0 0 0 0(4 ) (1 2 sinh 2 )P gB A k k h k hρ ω= ⋅ +  (23)

where B denotes the heave wave width of the buoy and is 
defined as twice the radius of the buoy in this paper. 0k is 
the zero order wave number for a given wave frequency ω .

numErical rESultS

convErgEncE and vErification

The numerical work in this section is involved in the choice 
of the number of terms used in the infinite simulations. 
The former 30 terms of the unknown Fourier coefficients 
are adopted in the infinite summations to compute the 
numerical results because the infinite summations have 
excellent truncation characteristics, as depicted in Yeung [29]. 
A quintessential hemisphere with radius R=5m and draught 

5m in the water depth of 50mh = with different incident 
wave frequencies is adopted here to verify the feasibility and 
validity of this semi-analytical solution. 

Fig. 2. Non-dimensional hydrodynamic calculation results with different 
incident wave frequencies for a hemisphere

The examinations on the convergence of the wave forces 
and hydrodynamic coefficients of the above-mentioned 
hemisphere in the presence of regular waves of different 
frequencies in a water depth of 50mh = are shown in Fig. 2. 
It can be concluded that convergent results can be achieved 
when the number of discretization reaches 15. 

The analytical solution method based upon the multipole 
theory for a hemisphere has been developed by Hulme [30]. 
In such case, the correctness of the present semi-analytical 
method can be verified by calculating the hydrodynamic 
parameters of the above-mentioned absorber with these two 
methods. Comparisons of the wave excitation forces and 
hydrodynamic coefficients of the absorber in heave in Table 
2 show good agreement, which can be regarded as validation 
of the present method.

Tab. 2. Verification of the solution method
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3 ( )dF gARρ 0.9925 0.9895 0.3736 0.3745 0.1388 0.1367

3
33 ( )Rµ ρ 0.488 0.4903 0.2311 0.2297 0.0756 0.0763

3
33 ( )Rλ ρ ω 0.9058 0.9042 0.5676 0.5667 0.4668 0.4701

Maximum error (%) 0.47 0.61 1.54

HYdrodYnamic pErformancE

Based upon the above verified hydrodynamic calculation 
method, the hydrodynamic characteristics of the vertical 
axisymmetric absorbers can be analysed. In such case, four 
kinds of vertical axisymmetric absorbers are considered 
for evaluation of the influence of the geometry on the 
hydrodynamic characteristics and wave energy conversion 
performance. The complex wetted surface of the absorber 
comprises a vertical cylindrical surface and a vertical 
axisymmetric curved surface. The geometrical parameters 
and lateral views of the absorbers are shown in Fig. 3. They 
are concave, conical, parabolic and ellipsoidal surfaces, and 
we define them in turn as cases 1‒4, respectively. The curves 

in the semi-section lateral 
views in the dashed frames 
are described with curvilinear 
equations in their local 
coordinate systems as

2

2

Case 1 ( )
Case 2 ( )
Case 3 ( ) ( )

Case 4 ( ) 1 1 ( )

z d t x R
z d t x R
z d t x R

z d t x R

→ − =

→ − =

→ − =

→ − = − −

 (24)

in which 0 x R≤ ≤ , 0 t d≤ < , and, to describe the absorber’s 
geometrical characteristics more conveniently, we define the 
draught ratio ( )d t d−  as (0 1)r rd d≤ ≤ . When the draught 
ratio equals 0, the absorbers will be vertical truncated 
cylinders. In addition, the buoys are defined as concave, 
conical, paraboloid and ellipsoid buoys in turn.
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Fig. 3. Geometrical parameters description and semi-section lateral views of 
the considered absorbers

In this paper, we define the four types of buoys with the 
same outer radius 5R = m and draught 6d = m, in water 
with depth 50h = m, to estimate the hydrodynamic and wave 
power conversion performance impartially. The response 
amplitude operators of the buoys in heave motion with free 
vibration, considering consecutive incident wave frequencies 

and draught ratios, are given 
in Fig. 4. It can be clearly seen 
that the motion RAOs in heave 
for the chosen absorbers have 
nearly identical trends to the 
incident wave frequencies and 
draught ratios. For a  given 
draught ratio, there will be 
a  peak value of the RAO 
with the increase of wave 
frequencies. However, in the 

range of the draught ratios, the concave type buoy shows a 
relatively high-frequency bandwidth, and when the draught 
ratio reaches 0.8, the resonance characteristics are not so 
obvious. In such case, the motion characteristics, as well as 
their formation mechanism at higher draught ratios, take 
on added importance. For a better understanding, the heave 
RAO and hydrodynamic parameters are also described with 
the given draught ratio equal to 0.8 and 1.0 for the four kinds 
of buoys.

 Fig. 4. Heave RAOs of the absorbers with free vibration
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As shown in Fig. 5, the heave RAOs of the concave and 
conical buoys have no obvious peak characteristics, as well 
as corresponding wave-excited forces. With the increase of 
the draught ratio, the vertical component of the velocity 
potential gradient at the bottom of the float decreases, and 
the resulting heave excitation force also decreases. However, 

the radiated velocity potential comes from the forced motion 
of the buoys in quiescent water. The non-planar bottom caused 
by the draught ratio increases the external energy transfer of 
the radiation wave. Thus, the radiated wave forces increase 
along with the increase of the draught ratio. These two reasons 
cause the motion response of the buoys to slow down. 

Fig. 5. Motion RAOs, excited forces, added mass and radiated damping of the absorbers in heave with dr equal to 0.8 (left) and 1.0 (right)
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In addition, the motion response and hydrodynamic parameters 
of the floating buoys at their natural frequencies have also changed 
greatly. The natural frequencies of the buoys with different 
draught ratios are described in Table 3. Compared with the 
truncated cylinder, the natural frequencies of the four types 
of buoys are increased, and with the increase of the draught 
ratio, the range of increase is more obvious. In fact, this 
phenomenon can be explained by the wave excitation force 
and hydrodynamic parameters of the buoys at the natural 
frequency depicted in the following Fig. 6. 
Tab. 3 Natural frequencies of the absorbers with free vibration

Case No.
Draught ratio

0.0 0.2 0.4 0.6 0.8 1.0

1 1.06 1.15 1.25 1.40 1.59 1.62

2 1.06 1.14 1.24 1.36 1.51 1.61

3 1.06 1.13 1.21 1.30 1.41 1.50

4 1.06 1.12 1.17 1.23 1.29 1.35

Fig. 6. Added mass and radiated damping in heave at natural frequencies of 
the free vibration absorbers

Fig. 7. Heave RAOs and excited forces at natural frequencies of the free 
vibration absorbers  

  The natural frequencies of the free oscillating buoys are 
mainly decided by the generalised mass m , the stiffness 
coefficient k in heave and the damping coefficient c , which 
can be expressed as 2( 2 )n k m c mω = − . Since the four types 
of buoys have the same radius, the stiffness coefficient is 
the same. The depicted hydrodynamic parameters of the 
buoys with different draught ratios have little difference. 
The added mass of the conical and parabolic buoys even 
alternates. Therefore, the concave buoy with the minimum 
displacement has the maximum natural frequency. The 
motion response and wave-excited forces of the buoys at 
their natural frequencies are also given in Fig. 7. Both of 
them decrease with the increase of draught ratios. However, 
the motion response decreases rapidly and then flattens out, 
while the wave excitation force is the opposite, flattening out 
and then decreasing rapidly.
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WavE EnErgY convErSion in rEgular WavES

This section deals with the wave energy conversion ability 
of the four kinds of absorbers considered, based on the formal 
hydrodynamic parameters obtained. As has been mentioned 
before, the shape geometries of the buoys are the main factors 
in exploring the wave conversion characteristics. We therefore 
explore their effects on the natural frequencies of the buoys, 
which are partly decided by the viscous damping. In addition, 
the wave energy conversion of the buoy shows the optimal 

ability at the resonance frequency referring to Zhang et al. 
[10]. As shown in Fig. 8, the wave energy conversion efficiency 
of the chosen buoys with different draught ratios and PTO 
damping coefficients at their natural frequencies is explored 
and presented. For a given draught ratio, there will be a peak 
value of the capture width ratio with the increasing PTO 
damping coefficients. However, the increase of the draught 
ratios makes the peak value most outstanding for the 
ellipsoidal buoy. 

Fig. 8. Capture width ratios of the damped vibration absorbers at resonance frequencies

Of all the shapes and draught ratios, the truncated cylinder 
seems to have the best wave conversion ability though it 
may also have the narrowest frequency bandwidth. In such 
case, the wave energy conversion efficiency only reflects 
these absorbers’ potential to convert waves at the resonance 
frequency. The conversion abilities in the whole incident 
wave frequency range, as well as the bandwidths of the buoys, 

need to be explored. For the convenience of research and 
description, we assume that the PTO mechanisms in this 
paper are adjustable and that the optimal state can be realised. 
Thus, the motion responses and wave capture efficiencies of 
the buoys with any given incident wave frequencies can be 
easily obtained and are depicted in the following Fig. 9.
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Fig. 9. Heave RAOs and capture width ratios of the damped vibration absorbers with optimal PTO damping coefficients

As shown in Fig. 9, the trend consistency between the 
motion response and wave power capture means that both the 
heave RAO and the capture width ratios for the considered 
shape geometries reach the optimal results at the natural 
frequencies. The increased draught ratios of the buoys not 
only decrease the optimal motion response and capture width 

ratio, but also increase the natural frequencies of the buoys. 
Though the truncated cylinder shows the best wave energy 
capture capability at natural frequency, its disadvantage in 
frequency bandwidth is also exposed. Here, the frequency 
bandwidth bfω is defined as the frequency range where the 
capture width ratios are more than half of the peak value.

Fig. 10. Natural frequencies and frequency bandwidths of the damped vibration absorbers with optimal PTO damping coefficients

Fig. 11. Optimal PTO damping coefficients and capture width ratios of the damped vibration absorbers at natural frequencies
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The natural frequencies and frequency bandwidth of the 
buoys with optimal PTO damping coefficients are shown in 
Fig. 10. It can be clearly observed that the increased draught 
ratio can increase the natural frequency effectively for a given 
shape of buoy. This conclusion can effectively improve the 
applicability of a buoy or beacon light to different sea areas. 
In addition, the concave buoy has the maximal natural 
frequency for a given draught ratio because of its decreased 
displacement. Though the concave buoy has the lowest wave 
conversion efficiency, it has the largest frequency bandwidth 
for a given draught, especially when the draught ratio is close 
to one. It is noteworthy that the natural frequencies and 
bandwidth are almost linear to the draught ratio, which is 
also presented in the optimal PTO damping coefficients and 
capture width ratios of the ellipsoidal buoy shown in Fig. 11. 
Special attention should also be given to the PTO mechanism, 
that the optimal damping coefficients and the relative 
optimal wave conversion efficiencies represent an obvious 
inverse correlation. In addition, a similar phenomenon also 
occurs between the frequency bandwidth and wave energy 
conversion efficiency. 

To further explore the effect of the geometry and shape on 
the wave power conversion ability and eliminate the influence 
of the drainage volume difference at the same time, buoys with 
the same displacement are considered and the ellipsoidal buoy 
with a draught ratio equal to 1 is regarded as the reference 
criterion for displacement. In such case, the draught ratios 
of the concave, conical and parabolic buoys will be 0.417, 0.5 
and 0.667, respectively. The calculation results of the buoys 
with the same displacement are given in Table 4. It can be 
observed that the natural frequencies of the forced vibrated 
buoys with optimal PTO damping coefficients have only 
a small difference. It should be stressed that, for the given 
four kinds of absorber, there is a perfect inverse correlation 
between the frequency bandwidth and the capture width 
ratios. This means that, though the shapes of the buoys are 
different, when their radius, draught and displacement are 
identical, the adaptabilities of their wave transformation have 
similar advantages. Certainly, this conclusion comes from 
the adjustability assumption of the optimal PTO damping 
coefficients for any given wave frequency. To further evaluate 
their wave conversion abilities, the irregular wave condition 
should be considered.
Tab. 4. Resonance and wave energy conversion characteristics of the buoys 

with same displacement
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1 0.417 1.258 0.36 5.960 12.413

2 0.500 1.286 0.40 6.587 11.196

3 0.667 1.328 0.45 7.575 9.702

4 1.000 1.339 0.48 8.211 8.786

WavE EnErgY convErSion in irrEgular WavES

The above overall numerical results come from the 
assumption that the PTO damping can be adjusted to the 
optimal condition for a given incident wave frequency. 
However, in the real sea environment, a wave farm is complex 
and the frequencies are not isolated. In such case, the wave 
energy conversion abilities of buoys with manifold geometries 
and shapes should be further explored and evaluated. In this 
work, the JONSWAP spectrum [31] is selected to describe the 
incident wave spectrum and defined as

{ } { }22
exp 0.5( )4

5( ) exp 1.25( ) p p-
p

gS ω ω σωαω ω ω γ
ω

−
= − ⋅  (25)
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σ ω ω

= −
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= ≥

 (26)

where pω and sH are the peak frequency and significant 
wave height, respectively. The peak elevation parameter γ  
is constant and typically given as 3.3 [26], whereas ω  is the 
general incident wave frequency. As the axial-symmetric 
floater is not sensitive to the wave direction, the directional 
spectrum is not introduced here. According to the above wave 
absorption function , the converted wave power for the buoy 
in irregular waves can be obtained and expressed as

22

0
( ) ( )am pP c RAO S dω ω ω ω

+∞
= ∫  (27)

Similarly, the inserted wave power for irregular waves can 
also be obtained according to function  and given as

0 0

0 0 0

( ) ( )

( ) (4 ) (1 2 sinh 2 )
mP gBS V d

V k k h k h

ρ ω ω ω

ω ω

+∞
=

= ⋅ +
∫  (28)

Then, the capture width ratio mη  of the buoy in irregular 
waves can be given as

m am mP P  (29)

In such case, the optimal PTO damping and corresponding 
optimal capture width ratios can also be obtained by setting 
the partial derivative of the capture width ratio to the damping 
as zero. However, the motion RAOs of the buoys are also the 
implicit equations about the PTO damping coefficients. In 
such case, in this paper, the golden section search method 
[27] is employed to search for the optimal PTO damping 
coefficients for given peak frequencies and draught ratios.
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Fig. 12. Optimal PTO damping coefficients of the damped vibration absorbers at given peak frequencies ωp 
and draught ratio Dr

The optimal PTO damping coefficients (100 kNs/m) for 
various peak frequencies and draught ratios are shown in Fig. 
12. The display area of the optimal PTO damping coefficients 
is divided into two parts by the minimum values for the given 
draught ratios and peak frequencies. In the upper part, the 
optimal PTO damping coefficients increase with the increased 
peak frequencies and decreased draught ratios, while in the 
lower part, the coefficients show the opposite trend. From the 
former section in regular waves, we know that the change 
characteristics of the PTO damping coefficients can reflect 
the changing trend of energy capture to a certain extent. 
In such case, in real wave power conversion, the installed 
capacity of the device should be considered, combining 
the PTO mechanism and power capture. Because the PTO 
damping forces are limited by the hydraulic capacity or the 
resistive load, in this case, when the optimal PTO damping 
coefficients are obtained, the damping mechanism can be 
easily designed. The wave power capture of the buoys with 
optimal PTO damping coefficients in irregular wave is 

further explored and shown in Fig. 13. Similarly, for a given 
draught ratio, the capture width ratio first increases and 
then decreases with the increasing peak frequencies. And 
without considering the viscous resistance of the sea water, 
the truncated cylinder shows the highest wave conversion 
efficiency at a peak frequency equal to 1.07 rad/s. This means 
that, for a given working area, when the wave statistics are 
relatively stable and the matched wave spectrum is confirmed, 
the truncated cylindrical wave power absorber can be optimal, 
such as the 1.07 rad/s peak frequency in this paper. However, 
when the wave spectrum and its parameters are not stable 
and confirmed, the conical absorber may be the best choice 
for wave power conversion. For a better understanding of 
the effect of the geometry on the power conversion ability, 
buoys with the same displacement ratio are further explored. 
The displacement ratio here means the ratio of the absorber’s 
displacement to that of the truncated cylinder with the same 
radius and draught.
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Fig. 13. Optimal capture width ratios of the damped vibration absorbers at given peak frequencies ωpand draught ratio Dr

As shown in Fig.14, the optimal capture width ratios of 
the buoys with peak frequencies and displacement ratios are 
calculated and depicted, respectively. For different buoys 
with the same given displacements, the optimal capture 
width ratios both increase first and then decrease with the 
peak frequencies. However, before the capture width ratio 
reaches the peak value, the buoys with the same largest 
displacement have a better wave power conversion ability, 
and the concave buoy shows the best performance on the 
wave absorption. In addition, for the given shaped buoy with 
different displacements, the larger the displacement is, the 
better the power conversion will be. Taking the concave buoy 
as an example, when the peak frequency is 1.0 rad/s, the 
capture width ratio decreases from 28.1 when rV is 0.9 to 
12.7 when rV is 0.7. The peak value also decreases from 37.4 
to 22.1. However, it is worth noting that the relative peak 
frequency where the peak value occurs increases from 1.09 
rad/s to 1.24 rad/s. 

The buoys with different shapes and the same displacement 
also show interesting characteristics that the peak frequencies 
where the peak values occur increase in turn from the concave 
to the ellipsoidal buoy, and the smaller the displacement 

ratio, the more obvious the increase. In addition, for a given 
displacement, when the peak frequency reaches a certain 
value, the buoys with different shapes start to converge and 
show the same wave conversion ability. We call this particular 
peak frequency the assimilation frequency aω . It decreases 
with the increased displacement ratio. This means that, for 
a given working sea area, when the statistical wave is sure, we 
can choose the optimal buoy and the displacement to obtain 
the best wave absorption.

Fig. 14. Optimal capture width ratios of the damped vibration absorbers with 
peak frequencies ωpat given displacement ratioVr
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diScuSSion and concluSionS

Four types of absorbers with different draught and 
displacement ratios are examined to analyse the effect of 
their geometries on the wave energy conversion ability, in 
which a semi-analytical method of decomposing the vertical 
axisymmetric curved surface into several ring-shaped 
stepped surfaces is introduced and examined. Combined 
with the updated body boundary characteristic, using the 
eigenfunction expansion matching method, the expressions 
of velocity potential in each domain, the added mass, 
radiation damping coefficients and wave-exciting forces of 
the oscillating buoy were obtained. The calculation results 
show that:

(1) The semi-analytical method by which the vertical 
axisymmetric curved surface is decomposed into several 
ring-shaped stepped surfaces can calculate accurately and 
investigate systematically the effect of the geometries on the 
hydrodynamic characteristics.

(2) In regular waves, the ellipsoidal buoy shows better 
wave energy conversion performance when the draught 
ratio reaches a relatively high value. In addition, its natural 
frequencies and bandwidth are almost linear to the draught 
ratio, as well as the optimal PTO damping coefficients and 
capture width ratios. When the draught ratios of all the four 
shaped buoys increase, their optimal motion responses, 
capture width ratios and natural frequencies also increase. 
Though the truncated cylinder shows the best wave energy 
capture capability at natural frequency, its disadvantage in 
frequency bandwidth is also exposed. The concave buoy has 
the maximal natural frequency for a given draught ratio 
because of its decreased displacement. In addition, though 
it has the lowest wave conversion efficiency, it has the largest 
frequency bandwidth for a given draught, especially when 
the draught ratio is close to one.

(3) In irregular waves, for a given draught ratio, the capture 
width ratios of all the considered shaped buoys first increase 
and then decrease with the increasing peak frequencies. 
Without considering the viscous resistance of the sea water, 
for a given working area, when the wave statistics are relatively 
stable and the matched wave spectrum is confirmed, the 
truncated cylindrical wave power absorber can be optimal. 
However, when the wave spectrum and its parameters are 
not stable and confirmed, the conical absorber may be the 
best choice for the wave power conversion.

(4) In irregular waves, when the displacements of the buoys 
are the same, the optimal capture width ratios both increase 
first and then decrease with the peak frequencies. However, 
before the capture width ratio reaches the peak value, the 
buoys with the same largest displacement have better wave 
power conversion ability and the concave buoy shows the best 
performance on the wave absorption. In addition, the peak 
frequencies where the peak values occur increase in turn 
from the concave to the ellipsoidal buoy, and the smaller the 
displacement ratio, the more obvious the increase.

(5) In irregular waves, for a given displacement, when 
the peak frequency reaches a certain value, the buoys with 

different shapes start to converge and show the same wave 
conversion ability. The assimilation frequency aω decreases 
with the increased displacement ratio, which means that, for 
a given working sea area, when the statistical wave is sure, we 
can choose the optimal buoy and the displacement to obtain 
the best wave absorption.
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ABSTRACT

Due to recent emission-associated regulations imposed on marine fuel, ship owners have been forced to seek alternate 
fuels, in order to meet the new limits. The aim of achieving low-carbon shipping by the year 2050, has meant that 
alternative marine fuels, as well as various technological and operational initiatives, need to be taken into account. 
This article evaluates and examines recent clean fuels and novel clean technologies for vessels. The alternative fuels are 
classified as low-carbon fuels, carbon-free fuels, and carbon neutral fuels, based on their properties. Fuel properties, the 
status of technological development, and existing challenges are also summarised in this paper. Furthermore, researchers 
have also investigated energy-saving devices and discovered that zero-carbon and virtually zero-carbon clean fuels, 
together with clean production, might play an important part in shipping, despite the commercial impracticability of 
existing costs and infrastructure. More interestingly, the transition to marine fuel is known to be a lengthy process; 
thus, early consensus-building, as well as action-adoption, in the maritime community is critical for meeting the 
expectations and aims of sustainable marine transportation.

Keywords: Marine engine; Alternative fuel; Green maritime; Fuel savings; Low-carbon strategy

INTRODUCTION

ASo as to meet climate change goals, as well as reduce 
greenhouse gas (GHG) emissions, it is crucial for the shipping 
industry to drastically decarbonise and transition to an eco-
friendlier future [1], [2]effectively promoted the marine low 
sulfur diesel fuel (MLSDF. Obviously, important international 
protocols and events, as well as academic and government 
agendas, all contribute to triggering and responding to the 
issues which this sector encounters as it strives to become 
more environmentally friendly and sustainable [3], [4]Most 
importantly, awareness of the definition of ‚decarbonisation’ 

is critical, since it refers to the ‚reduction or entire removal of 
CO2 emissions’ according to reports of International Maritime 
Organization (IMO) [5], [6]. The fourth GHG Survey, which 
was released in August 2020, established significant goals for 
the shipping industry, including a 50% reduction in yearly 
GHG emissions by 2050, compared with those in 2008 [7], 
[8]. It is not hard to see that the IMO will attempt to reach the 
above-mentioned goals by using energy efficiency approaches 
and novel methods such as using alternative fuels that could 
be applied in the short, medium, and long-term [9], [10]. Fig. 1 
shows the IMO’s ship-enhancement strategy for reducing CO2 
emissions between 2013 and 2050 [11].
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Fig. 1. IMO agreement for reduction of CO2 emission from ships [11]

In fact, international shipping’s decarbonisation has been slow 
because of the sector’s stakeholders’ disparate and diversified 
aspirations and interests. Arguments at the IMO have been 
marked by sharp disagreement over how and whether this field 
should conform with the Paris Agreement’s aims. The existing 
IMO GHG reduction roadmap suggested a slow decision-making 
process in the implementation of critical actions and regulations 
[12], [13]. With no precise, ambitious, and enforceable aims, 
the industry would have no motivation to invest in low-carbon 
techniques on a large scale. This could be explained by the 
significant risk and uncertainty related to investment in low-
carbon methods, which are generally more expensive. As 
a result, policy uncertainty might hinder innovation in low-
carbon techniques and fuels. Regarding the primary factors 
impeding progress in establishing an aggressive target, the lack 
of rigorous investigations, analysing the technical feasibility 
of decarbonising international maritime transportation, was 
mentioned, particularly in light of the Paris Agreement’s 
more ambitious target of 1.5°C temperature limitation [14]. 
Significantly, shipping was identified as a substantial source 
of anthropogenic NOx and SOx emissions in recent research, 
accounting for 15% and 13% of global NOx and SOx emissions, 
respectively [15]–[18]. Furthermore, maritime shipping is 
also known as the principal source of black carbon in the 
Arctic Circle [19], as well as a considerable source of CO2 and 
particulate matter, released through human activities [20]. For 
the aforementioned reasons, the IMO established goals targeted 
at gradually decreasing the ships and ports’ carbon intensity, 
with general goals of decarbonising the marine field by the end 
of the century [21]–[23]. It has been noted that stakeholder-led 
initiatives, along with the regulations mentioned above, were 
compelling ship-owners to change their operational practices, 
to install on-board air contamination control devices, such 
as SOx scrubbers and selective catalytic reduction, as well as 
to diversify their fuel categories to include alternative low-
carbon and low-sulphur fuels [24], [25]. Hence, the newly 
discovered demand for alternative fuels offers exciting potential 
for investment in the expansion and diversification of the blend 
of maritime fuels [26].

The combination of improvements in energy efficiency and 
a shift to energy carriers with low or zero-carbon could lead 
to a high probability of achieving very low (even zero) GHG 
emissions discharged from shipping [27]. Electricity, biofuels, 
and electrofuels derived from renewable sources of energy (e.g. 
solar, wind and biomass) are examples of energy carriers that 
emit little or no GHG during their life cycle [28], [29]. Energy 

efficient approaches, on the other hand, are those that need to 
go hand-in-hand with operational measures, such as:

•  capacity utilisation and voyage optimisation, 
•  technical approaches, 
•  enhancements in hull design and changes in propulsion 

and power systems. 
The emission reduction potential of various strategies have 

been examined and the findings show that one of the best and 
most gratifying approaches to achieve the required potential 
emission reduction is a shift to alternative fuels and the use of 
energy-saving techniques [30], [31]. The primary goal for this 
work was to look at the role of alternative fuels, as well as energy-
saving measures, in decarbonising maritime transportation, 
which requires providing not only short-term GHG reductions 
but also engine solutions and tank arrangements, that could 
easily be adjusted to run on fuels with very low or zero carbon 
(if available) and are efficient in utilising fuel or technological 
ship operation solutions, to decrease GHG emissions.

SOLUTIONS TO MANAGE CO2  
EMISSION FROM ShIPS

Previous studies have asserted that a target of at least 50% 
emissions reduction should be possible at zero net cost by 
2030, if low-cost energy savings were to be fully exploited 
in supporting investments in more costly solutions [32]. The 
above difference, between the energy efficiency potential and 
the level of realised energy efficiency, is referred to as the 
energy efficiency gap [33], [34]. This is an important issue that 
needs to be thoroughly considered if the shipping industry is 
to make a substantial effort in working towards a low-carbon 
future for global maritime transport [35], [36]. Indeed, if all 
available energy efficiency and carbon mitigation measures are 
to be implemented, the projected growth in shipping activities 
could achieve remarkable results, in terms of decreasing energy 
demands and zero-net reduction in CO2 emissions. In other 
words, the reduction in emissions achieved by measures taken 
by various shipping companies effectively cancels out the 
growth in energy consumption resulting from the sector’s 
growth [37]–[39]. To further highlight the sector’s role in 
combating climate change, the European Commission has 
recently called for the global shipping industry to set a target 
for 2050: to achieve 40-50% CO2 emissions reduction compared 
to 2005 levels [40]. 

Indeed, the problem of handling CO2 emissions in current 
world shipping conditions is not only a technological one, 
but is intertwined with highly sophisticated and multifaceted 
governmental factors. As the main intergovernmental body 
governing international maritime activities, the IMO adopted 
two key policy measures during the 62nd meeting of its Maritime 
Environment Protection Committee (MEPC) in July 2011. 
More importantly, in order to lower CO2 emissions released 
from ocean-going vessels, the EEDI (Energy Efficiency Design 
Index), applying exclusively to novel vessels, and the SEEMP 
(Ship Energy Efficiency Management Plan) needed to persuade 
vessel owners and operators to take CO2 emission-cutting 
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measures for their fleet. Unfortunately, the rise in emissions is 
likely to continue, despite these actions [41]. While emission 
reduction is affected by other actors (e.g. port authorities) [42], 
[43], a substantial portion of the expected reduction is likely to 
come from improvements in ship compliance to the standards 
set by SEEMP (i.e. operational and retrofit measures to increase 
ship energy efficiency) [41]. When considering the goal of CO2 
emissions reduction in the shipping industry, the entire vessel 
and its operation should be subjected to analysis. Therefore, 
detailed discussions are provided on emission reduction strategies 
through reviewing emission control mechanisms for marine 
diesel engines, as the main ship engine propulsion, using the 
concept of EEDI given in Eq. (1). This indicates the amount of 
CO2 emissions from diesel engines with CF as the conversion 
coefficient for CO2 [44].

EEDI(g(CO2/ton/mile) =
Engine power (kW) x Fuel consumption rate (g/kWh)x CF

DWT (ton) x Speed (mile/h)
 (1)

In fact, the IMO implemented various technical methods to 
achieve the long-term goal of reducing GHG, which included 
the EEDI and SEEMP [45]. Notably, the EEDI required all 
vessels built after 2013 to have a certain minimum energy 
efficiency, assessed in grams of CO2 emitted per capacity-
mile. Indeed, EEDI was a regulatory measure designed to 
reduce the carbon intensity and enhance operating efficiency 
of a ship; nevertheless, the EEDI only concentrated on gate-
to-gate ship emissions [46]. Significantly, critics expressed 
concerns that the EEDI might understate carbon reductions [47] 
and comprehensive systems analysis, such as the production 
of feedstock, raw materials acquisition, and the conversion 
and consumption of fuel in maritime vessels, was essential 
to evaluate the environmental impacts on a broad scale, as 
well as the advantages of alternative marine fuels [48], [49]. 
This life cycle viewpoint captured environmental externalities 
that traditional measurements could not and it could assist in 
offsetting unforeseen environmental implications of marine fuel 
usage, such as transferring environmental challenges between 
supply chain segments or pollutant classifications. While EEDI 
established performance criteria for novel ship design and 
construction, the SEEMP primarily addressed energy-saving 
options at the operating level of both current and new ships 
over 400 GRT. Similar to EEDI, SEEMP was made mandatory, 
requiring fleet owners and companies to take immediate action to 
improve the energy efficiency of their operations following a four-
step process: i) planning, ii) implementation, iii) monitoring, 
and iv) self-evaluation and improvement. Moreover, the IMO 
created the EEOI (Energy Efficiency Operational Indicator) as 
an operational measuring tool to assess the energy efficiency 
and CO2 emissions of vessels, in order to monitor compliance 
with SEEMP. Lower EEOI values indicate better ship energy 
efficiency and are calculated by Eq. (2):

EEOI = 
Eactual CO2 emission

performed transport work     (2)

More interestingly, with the creation of the EEOI, vessel 
owners and operators could access an indicator used to monitor 
individual ship operations in real time. As a result, any prospective 
alterations to the ship’s structural design and operation could 
be evaluated according to their effects on the general efficiency 
performance. Although the EEOI was usually used to evaluate 
the energy efficiency of vessels under the SEEMP framework, 
there was controversy in the shipping industry because utilising 
such an indicator to compare ship performance was thought to 
be incorrect and inaccurate [50]. The IMO introduced the IMO 
Data Collection System in MEPC.278 (70), which came into 
force in 2018. This data collection system provides information 
about the fuel consumption of vessels. Measuring the actual 
transport work, in terms of tonne miles, requires information 
about the distance travelled and the cargo mass. The cargo on 
the ships is generally viewed as sensitive information and so this 
information is not included in the DCS. Therefore, the Annual 
Efficiency Ratio (AER), known to be a simple component, 
quantified the vessels’ energy efficiency regarding GHG emissions 
per transportation work, which assumed a constant cargo value 
based on the ship’s deadweight tonnage. 

AER = 
actual CO2 emission

DWT*distance      (3)

In order to comprehensively evaluate the reduction measures 
of GHG emissions, the 5th GHG Working Group and MEPC-74 
discussed the methods of approach to reduce GHG emissions 
given in Table 1.

Tab. 1. Measures for reducing GHG emission of IMO [51]

Measures Main measure Remarks

Technical 
measures

•  Energy efficiency such as light 
advanced materials,waste heat 
recovery, optimisation of design, 
improvement of propulsion devices, 
reduction offriction.

•  Green/renewable/alternative energy 
such as biofuels, H2, NH3, LNG, fuel 
cell, renewable energy sources (solar, 
wind, wave and tide, geothermal); 
electricity.

EEDI 
framework

Operational 
measures

•  Optimisation of ship speed and size, 
improvement of ship-port interface, 
enhancement of on-shore power.

SEEMP/
EEOI/EEXI

Market-
based 

measures
(MBM)

•  Emission trading, efficiency incentive, 
GHG fund or tax. MBM

APPLICATION OF CLEAN AND 
RENEWAbLE ENERGy FOR ShIPS

Reducing the reliance of marine vessels on fossil fuels is part 
of the strategy to attain a more sustainable and low-carbon 
future for the global shipping industry. This is achieved via 
introducing alternative and cleaner fuel options to power 
ships [52], [53]. Ship propulsion systems (aboard commercial 
ships) are mostly powered by gas turbines, diesel engines, or 
steam, in which diesel engines accounts for the vast bulk of the 
available fleet [54]. In spite of their rarity, electric generators 
running on diesel and oil-fired boilers can be observed on 
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emissions of a variety of bio-based fuel and fossil-fuel approaches 
and these are documented in the paper as a series of boxplots. In 
spite of the wide range of results, biofuels showed a considerable 
ability to decrease life cycle GHG emissions, when compared 
to HFO, as well as fossil alternatives [56].

LNG

Because liquefied natural gas (LNG) has low carbon content, 
it is considered a potentially appealing fuel for the maritime 
sector. Furthermore, methane (CH4) is the primary chemical 
molecule found in natural gas, which contains a higher density 
of energy compared to diesel fuel derived from petroleum 
[63], [64]. In addition, natural gas is known to be a cleaner-
burning fuel compared with diesel and HFO because it emits 
less SOx, NOx, and PM [26], [65]. Apart from that, because LNG 
has high energy density, compared to other hydrocarbons or 

several vessels. Besides this, several kinds of vessel propulsion 
power systems, including gas turbines, traditional reciprocating 
internal combustion engines, and boilers, are investigated in the 
following section, for the employment of low-carbon fuels, and 
with the aim of replacing traditional fossil fuels. Researchers have 
shown interest in the possible applications of more appealing 
alternative fuels (such as H2, LNG, ammonia, and biofuels) in 
propulsion systems of vessels and such prospective low-carbon 
fuels have been examined in the laboratory, as well as at pilot 
scales. It was noted that the fuel coefficient is determined by 
the carbon concentration (CC, m/m) of the fuel; this is the 
product of the carbon concentration and carbon fuel coefficient 
(CFF = CFC*CC) [55]. Fig. 2a illustrates the coefficients for 
various alternative and marine fuels. Among the fuels used 
for ships, Bouman et al. [30] discovered that biofuels had the 
single greatest potential in lowering CO2 emissions among all 
the methods investigated. Fig. 2b depicts the life cycle GHG 

Fig. 2. (a) – CO2 emission coefficient for various fuels used for ships [55]; (b) – Life cycle GHG emissions of various fuel types used for ships [56]–[62]
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alcohol-sourced fuels, it plays a vital part in progressing the final 
aims. Indeed, LNG was identified as the best fossil alternative 
for the replacement of MGO and HFO, since it emits 30% less 
GHG and contains no NOx or SOx [66]. It should be noted 
that, although the first ship running on LNG was built in 2000, 
there are now 55 operating around the world; because of ECA 
laws, their activities are primarily in North America (38%) and 
Europe (57%). More importantly, for internal combustion engines 
running on LNG, the gas has to be stored at a temperature of 
–162°C [67], [68]. Nonetheless, LNG is still mostly derived from 
fossil fuels, so bio-LNG was suggested as a potential renewable 
decarbonisation source, in the document. In fact, biomass could 
be converted into biomethane in two ways: thermochemical 
gasification, known as bio-synthetic natural gas (bio-SNG), 
and bio-methane [69], [70], which can be liquefied and stored 
in tanks, to be utilised in LNG terminals [71].

The conversion of the main engine of a vessel from diesel 
fuel to dual-fuel (diesel and LNG) is capable of lowering CO2 
emissions by up to 10% [72]. Anderson et al. [73] studied the 
emission properties of a ship running on LNG with four dual-
fuel engines rated as 30,400 kW at various loads. LNG’s CO2 
emissions were reported to be lower, compared to those of marine 
fuel oils. The combustion of LNG, on the other hand, caused 
greater HC and CO emissions. Li et al. [74] obtained similar 
results with a maritime dual-fuel diesel engine at high speeds. 
Thus, LNG not only has a good environmental impact because 
of its lower CO2 emissions, but it also brings a significant cost 
benefit [72], [75]. In addition, evaluating the environmental 
advantages of switching from HFO to natural gas by changing 
the average emission parameters of NOx, SOx, PM, and CO2, 
for both LNG and HFO, for diesel engines with two strokes 
and using the same power and operating hours (in the case 
of an engine running on dual-fuel) were also found in studies 
of Banawan et al. [72] and Gerilla et al. [76]. With the use of 
statistical analysis, researchers discovered that switching from 
HFO to LNG reduced PM, SOx, CO2, and NOx emissions by 
approximately 96%, 98%, 11%, and 86%, respectively [77].

Fig. 3. Pollutants from ships using LNG compared to HFO [77] 

More significantly, because of the costlier propulsion plant, 
related technology and procurement issues, the capital expenses 
for LNG-powered vessels are likely to be greater than those for 

conventionally powered ones. Interestingly, the LNG tank was 
considered the most expensive component of the additional 
expenditure required for all ships. According to market sources, 
the additional capital cost could range from 5-20 million USD, 
based on the tank and engine capacity [78], [79]. The key elements 
affecting payback time included (i) - ECA exposure, and (ii) - the 
price of LNG fuel. Even though the limit of global sulphur in the 
year 2020 or 2025 would enhance the business case, by requiring 
mandatory compliance for the whole journey, the uncertainty 
of the LNG fuel’s availability and pricing makes vessel owners 
and operators cautious. In general, the additional expenses for 
a ship running on LNG (mostly applying to merchant ships 
like tankers, bulkers, and containers) was 15-30% of the cost of 
a newly built conventional ship [79]. In spite of the regulatory 
momentum, most major impediments to LNG adoption as 
a marine bunker are the financial and commercial uncertainties 
related to the LNG fuel price and its availability (bunkering 
facilities), and the considerable additional investment required. 
According to the current market status, the only ships that 
are likely to apply LNG as a fuel are those running on fixed 
routes such as containerships, or RoRo, and rather large ships 
participating in regional trades, particularly in ECAs [78], [80], 
[81]. Furthermore, the global sulphur restriction, which would 
come into effect in 2025, as well as the EU’s sulphur limit for 
EU waters (2020), bolstered LNG’s position as a marine fuel. 
When the afore-mentioned laws took effect, it was envisaged 
that larger ocean-going ships (namely tankers and bulkers) 
would investigate LNG as a compliance choice [79], [82].

bIODIESEL

As reported, biodiesel is considered to be one of the renewable 
sources of alternative energy and it has been studied by the world’s 
oil industry because demand for fossil fuel is increasing, leading 
to high prices [83], [84]. Interestingly, biodiesel has nearly the 
same functional features as fossil fuels but is environmentally 
friendly, so it is regarded as a superior alternative [85]–[87]. 
Besides the sustainability of biodiesel production, its benefits 
also include a significant reduction in carbon emissions, more 
environment related job opportunities, a reduction in the 
requirement for imported fossil fuel, and a decrease in fuel costs. 
Furthermore, biodiesel can be used in diesel engines directly, 
with no modification required although some drawbacks of 
biodiesel should be overcome [88], [89]. It is easy to see why 
biodiesel gained favour as a greener alternative fuel and, recently, 
most scientists and researchers utilised edible and non-edible 
feedstocks to create more cost-effective bio-based diesel mixtures 
and boost the physicochemical features of the blends [90]–[93].

In fact, the study of biodiesel fuel in the marine field has been 
ongoing since 1998. The Great Lakes Environment Research 
Group conducted extensive biodiesel testing on board the 
NOAA Huron Explorer research ship, which was the first US 
vessel powered by alternative fuel and operated entirely without 
the use of petroleum products [94]. After eight years, the Great 
Lakes Maritime Research Institute conducted investigations on 
various technical issues related to the biodiesel fuel employed in 
marine engines. They stated that biodiesel served as a solvent and 
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might harm the rubber and elastomer components used in the 
engine. Moreover, in 2003, the Annis Water Research Institute 
carried out another investigation on Detroit and Cummins’ 
diesel-fuelled engines, utilising the same feedstock. They claimed 
that using B20 soybean would have a small effect on the engine, 
while causing no harm to machinery equipment [95]. The BioMer 
Canada research team employed neat bio-based diesel on several 
sizes of marine ships, in October 2004; their testing resulted in 
a successful outcome, with a rise in engine performance of 2-3% 
with the use of bio-derived diesel [96]. Moreover, BV energy 
tested biodiesel on a MAN diesel engine with 975-kW, placed 
on a luxury boat in 2007. Consequently, they stressed that before 
transitioning from marine gasoline to bio-originated diesel, fuel 
filters should constantly be adjusted and fuel tanks should be 
cleaned [97]. The Royal Caribbean Cruise Line fleet’s biodiesel 
initiative began with the testing of 5-100% bio-based diesel on 
their GE LM2500 gas turbine. The findings showed that biodiesel 
gasoline, soot and other pollutants greatly decreased [98], [99]. 
Notably, MAN Diesel Company, which is a global designer and 
engine manufacturer, has been working with biodiesel since 1994. 
They investigated various biodiesel feedstocks in order to figure 
out the best fuel for their engines. In Copenhagen, Denmark, 
the first biodiesel experiment on their low-speed engines with 
two strokes was conducted in 2006 [100]. In 2007, MAN Diesel 
utilised palm biodiesel in their medium speed engine with four 
strokes in Belgium, marking a new milestone. MAN Diesel 
currently offers a large selection of marine engines which can 
be ideally used with biodiesel fuel with no changes. Apart from 
that, Rolls-Royce, the world’s largest maker of medium-speed 
engines, indicated that they had no experience with bio-derived 
diesel on their engines, but biodiesel needed to be suitable for 
marine engines in general. In addition, following multiple buyer 
requests, they wanted to devote greater attention to alternative 
fuel in future [94]. Caterpillar Incorporated, a marine engine 
manufacturer in the US, has considerable experience with the 
use of biodiesel. Investigations on Caterpillar ferry engines 
suggested that biodiesel could be utilised smoothly in the short 
term. Hence, additional research was conducted to determine 
the potential implications of using bio-derived diesel in marine 
engines in the long run. Most of Caterpillar’s novel and older 
marine diesel engines could now employ up to 30% biodiesel 
with no adjustment [65], [99].

METhANOL 

Methanol is another widely used alcoholic fuel [101], [102]. 
Indeed, methanol can be manufactured from natural gas or 
derived by gasifying biomass on an industrial scale. Because of its 
low CO2 and other air pollution emissions, methanol, especially 
bio-methanol, was seen as a more environmentally friendly and 
more sustainable fuel for the maritime sector [103]. In the case 
of large marine engines, not only the transformation of existing 
engines, but also the fabrication of novel dual-fuel engines, aiming 
to operate methanol, was completed successfully in a few cases 
[104], [105]. In fact, methanol was extensively examined and 
utilised in spark-ignited car engines for many years, with minimal 
modifications necessary [106]. These days, bio-methanol and 

bio-ethanol generation from biomass could take advantage of 
a well-established supply network. Nonetheless, there are still 
economic hurdles that have to be solved in order to allow the 
afore-mentioned alternative fuels to compete with conventional 
petroleum-originated fuels [106]. More importantly, since the 
world’s supply of alcoholic fuels taken from renewable resources 
has increased, bio-methanol and bio-ethanol have tremendous 
potential in the shipping sector. However, more storage space 
would be required because methanol has a lower energy density 
than fossil fuels. As reported, there are presently 13 ships running 
on methanol worldwide [107]. Methanol combustion, as the 
major fuel employed to power marine boats, has been observed 
to release less CO2 and other air contaminants than HFO or 
MGO [108], [109]. In 2015, the MS Stena Germanica became 
the first marine ship to be powered by recovered methanol.

After investigating the use of methanol in a diesel engine with 
dual-fuel mode operations, Song et al. [110] gained great fuel 
economy and engine power, as well as lower levels of particulate 
and nitrous oxide emissions. Furthermore, Wärtsilä, a marine 
engine manufacturer, studied different methanol combustion 
methods for engine conversion on the Stena Germanica ferry and 
chose one in which the methanol was burnt using a moderate 
amount of pilot fuel [111]. Since 2015, retrofitted engines based 
on this design have been functioning satisfactorily [111]. The 
MAN engine manufacturers also tested methanol in low speed 
two-stroke LGI engines, employing a pilot fuel ignition approach, 
and the experiments were deemed a success. In 2016, the engines 
were mounted aboard seven novel chemical tankers [112]. In 
fact, methanol engines installed in smaller ships (pilot boats, 
road ferries, and commuter ferries) were not yet commercially 
viable but were being developed. Some proposals for the use of 
methanol in small marine engines (with power ranging from 
250 to 1200 kW) were evaluated as part of the Swedish study 
project SUMMETH [113]. The ‘Billion Miles’ company, located in 
Singapore, developed a 100% methanol engine for harbour craft, 
with the prototype engine being assessed at a technical readiness 
level of 8-9 of 10 [114]. Therefore, various engine manufacturers, 
programmes and other efforts have evaluated methanol engines 
for marine applications, including large and small engines, with 
promising technical outcomes [106]. In assessing the potential 
application of methanol/ethanol as alternative fuels for marine 
vessels, an evaluation was conducted by the European Maritime 
Safety Agency on the benefits and challenges of these resources, 
in terms of the technical, operational, and economic factors, 
supply availability, environmental impacts, and safety regulations 
[115]. Despite the potential positive environmental effects, both 
methanol and ethanol still face considerable obstacles in their 
application to marine vessels, due to the lack of adequate safety 
instructions, operational experience, and capable infrastructure 
to satisfy the need for bunkering. 

hyDROGEN AND hyDROGEN CARRIERS

Because of the near-zero emissions (such as PM, CO2, and 
SO2, etc.) throughout the combustion process, hydrogen (H2) 
is regarded as a clean type of fuel and so it has the potential to 
become a cleaner alternative to traditional fossil fuels [116]. 
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Moreover, H2 fuel could be used in boilers, gas turbines, and 
internal combustion engines [117]–[119]. Spark-ignition 
engines, in particular, could better tolerate H2 fuel because 
the temperature of auto-ignition is really high (about 585°C) 
[120], [121]. 

All of the existing major shipping fuels are hydrocarbons. The 
H2/carbon ratio is considered to be an important factor since 
a greater proportion can lead to a fuel that is more energy-efficient 
and discharges fewer CO2 emissions [122], [123]. Thus, H2 or 
H2 carriers could become a zero-emission alternative for future 
transport [124]–[126]. Currently, the majority of vessels utilise 
combustion technologies in the form of diesel engines. Although 
H2 could be utilised to power a diesel engine, retrofitting would 
necessitate major changes due to the dissimilar combustion rates 
of H2 compared to the currently employed fuels [127]. However, 
with the proper infrastructure, de-Troya et al. [128] proposed 
that H2 engine performance might outperform oil-derived fuels 
because of its high gravitational energy density and flammability. 
Significantly, a fuel cell was considered the most efficient way 
to extract energy from H2. Several small vessels running on H2 
have been built with relatively low energy consumption, e.g. the 
Energy Observer or the Hamburg Ferry [129], [130].

In the shipping industry, H2 has been the focus of studies 
into viable ship engine types, investigating the benefits from the 
fuel’s increased power density, as well as the lower emissions of 
pollutants. More importantly, taking the evaluation of the life 
cycle into consideration, H2 utilised in marine transportation 
(even as a fuel employed in a dual-fuel engine mixed with 
other types of fossil fuel) was observed to have the potential 
to decrease CO2 emissions by up to 40% per unit of transport 
task [131]. Even though H2 is largely accepted in maritime fuel 
cell applications, the applications of marine motors powered by 
H2 remain rare. Wärtsilä tested spark-ignited engines fuelled 
by LNG and H2 in two modes, including single fuel and dual 
fuel, and discovered that current dual-fuel marine engines could 
only operate with the largest amount of 25% H2 mixture with no 
modification [132]. Hence, the engine had to be modified if the 
H2 ratios exceeded 25%. CMB’s passenger ship ‘Hydroville’ has 
been recognised as the first sea-going ship fitted with dual-fuel 
engines, such as H2 and diesel, in the world. More intriguingly, 
HyMethShip created a technique for ships to use H2 and generate 
methanol through storing only methanol and CO2 aboard, with 
the goal of eliminating the obstacles related to storing H2 [133]. 
For liquefied H2 storage, it demonstrated that the tank capacity 
for liquid H2 was double that of LNG. Hence, with engine 
technologies based on methanol, the disadvantage mentioned 
above for H2 marine engines can be solved, as shown in Fig. 4.

Ammonia had a pre-existing worldwide supply chain but 
mostly in the field of fertilisers, with a total annual production 
of 176 million tons in 2018 [134]. As a result, pre-existing 
worldwide safety regulations were considered advantageous and 
production scaling might be less difficult. Current ammonia 
generation methods typically employ fossil fuels to generate 
H2 feedstock, followed by the Haber-Bosch process, which is 
extremely energy intensive because high pressures (20 MPa) 
and high temperatures (500°C) are required [135]–[137]. 
Consequently, ammonia generation now comprises 2% of the 

world’s energy consumption and 1% of CO2 emissions, making 
it the most energy-consuming chemical product [136]. Thus, 
expanding ammonia manufacturing for applications in maritime 
propulsion might lead to an enormous increase in emissions, 
unless the process can be decarbonised [130].

In dual-fuel mode, diesel fuel is mixed with ammonia fuel 
in order to start combustion and ammonia is partially broken 
to create a H2 gas mixture. Even though ammonia can be 
utilised directly as a fuel in fuel cells under high temperature, 
the ammonia cracking process has broadened its applicability 
in internal combustion engines [138]. Furthermore, the ability 
to partially split ammonia allows internal combustion engines 
to operate more flexibly. In terms of maritime transportation, 
employing ammonia as a marine fuel in traditional marine 
engines is still being researched and developed, but with limited 
uses [139]. Indeed, the power which could be produced by a four-
stroke diesel engine with ammonia acting as the fuel could match 
that produced by the same engine when fed conventional diesel 
fuel [140]. More interestingly, the world’s largest diesel engine 
manufacturer has been developing a two-stroke diesel engine 
that would run on ammonia as its principal fuel [141]. According 
to the statistics released by the European Transportation and 
Environment Group, the quantity of ammonia needed for 
conventional marine engines aboard vessels would be in the 
region of 1230 MWh annually by 2050 [142]. Moreover, Bicer 
et al. [143] highlighted the overall environmental benefits of 
employing ammonia in traditional marine diesel engines without 
providing any particular results. Meanwhile, MAERSK [144] 
has stated, in a technical report, that ammonia could become 
one of the greatest positioned fuels for conventional marine 
power factories to achieve zero net emission goals.

LPG

It should be noted that the components of LPG are similar 
to those of LNG; however, unlike LNG, LPG liquefies at an 
ambient temperature and steady pressure, without the necessity 
for low-temperature cooling to –162°C. Apart from that, LPG 
has been demonstrated to be economically attractive, in terms of 
shorter payback periods [145], [146], lower investment expense, 

Fig. 4. HyMethShip with the engine running on H2 and integrated 
in a methanol production system [133]
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and less vulnerability to fuel price variations [147], [148]. 
Furthermore, because most materials employed in fuel supply 
systems and LPG storage tanks are considered appropriate for 
ammonia storage, it is conceivable to reduce the compulsory 
methods for future conversion into ammonia fuel storage tanks 
[149]. There are significant commercial examples of its use in 
huge vessels utilising the ME-LGIP engine, built by MAN-ES 
and powered by LPG fuel [147], [150]. According to the World 
LPG Association, 71 LPG-fuelled ships were scheduled to be 
in operation by 2022. As for vessels of small and medium size, 
technological development and commercialisation is underway, 
with a focus on small boat outboard motors in the US and Europe. 
Despite this, the level of development of LPG engines that could 
be commercialised for ships of small to medium size, is still low 
[151]. In terms of volume, the small and medium vessel market 
is equivalent to the large vessel industry; however, it copes with 
significant technological challenges in the deployment of LPG 
in vessels, [152].

Nowadays, utilising LPG as an alternative fuel for internal 
combustion engines has gained popularity, despite the fact that 
LPG plays a trivial role in the marine industry and the shipping 
domain. The vast majority of diesel engines continue to use 
CNG and LNG as alternative fuels [153]. Nevertheless, since the 
2020 IMO mandate was put into effect, LPG has received some 
attention because the use of LPG in marine engines powered by 
mono fuel lowered CO2 emissions by roughly 10-20%, although 
a diesel-powered marine engine has greater thermal efficiency. 
Speaking of dual-fuel marine engines, it was noted that a small 
amount of diesel fuel is still utilised to start the ignition before 
switching to LPG combustion [146]. As reported, marine 
engines can operate using up to 3% diesel and 97% LPG fuel, 
resulting in low CO2 emissions. More importantly, dual-fuel 
diesel engines were thought to be more efficient since they have 
excellent performance and dependability when compared to 
diesel engines that only run on diesel fuel. Wärtsilä and MAN 

undertook an investigation, employing LPG for tri-fuel engines 
that were powered by LNG, diesel, and LPG, according to a recent 
report. Furthermore, Wärtsilä conducted the first experiment 
on a container vessel with 7300 TEU. Even though these studies 
were preliminary, applying LPG could be a viable method for 
decreasing CO2 emissions [154]. More intriguingly, the MAN 
B&W engine manufacturer developed a method to reduce CO2 
emissions by using both ammonia and LPG in marine engines 
[155]; they claim that a small adjustment to the LPG system for 
applying ammonia would be made, as depicted in Fig. 5.

ENERGy AND FUEL SAVINGS FOR ShIPS

As a general assumption, the relationship between the required 
power and the speed of the ship can be portrayed in a cubic 
function. For example, a 10% decrease in the ship’s speed 
corresponds to a 27% drop in the amount of required power. 
Hence, it is logical to assume that by decreasing the design 
speed one could save on potential fuel consumption and CO2 
emissions from ships. Moreover, maintaining slower engine 
speeds can provide better propeller efficiency and further realise 
additional cost savings. As a potential strategy in reducing 
shipping emissions, ports can establish regulations and policy 
incentives to reduce vessel speeds upon entering ports that 
could result in lower fuel consumption and emissions [156]. 
Indeed, decreasing ship speed can result in an approximately 
8-20% reduction in CO2 emissions [157]. Other studies have also 
reached similar conclusions, in which reducing speed by as much 
as 10% and 20% leads to a potential fuel saving of 15-20% and 
40%, respectively [158], [159]. A recent study by Ammar [160] 
investigated the effects of ship speed on the reduction of CO2 
emissions and the cost-effectiveness of a RO-RO cargo vessel. 
They indicated that approximately 78.39% of CO2 emissions, 
with 287.6 $/ton CO2 cost-effectiveness, could be reduced when 

Fig. 5. Scheme of LPG and ammonia system for marine engine suggested by MAN B&W [155]
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the ship speed decreased by 40%. In order for the optimisation 
strategy for ship speed to achieve minimum emissions in the 
port area, Chang et al. [161] presented a method to estimate 
the most suitable ship speed. They detected that 12 knots can 
be considered as the optimised speed to attain both low CO2 
emissions and cost-effectiveness, as shown in Fig. 6a. When 
combining the slow speed approach with power supply from 
the onshore grid, potential emission reductions can be as high 
as 71-91%, as ships are subjected to a 20 nautical mile speed 
limit within the designated area of the Port of Kaohsiung, 
Taiwan [161].

Fig. 6. (a) – Effects of the reduction of ship speed in the reduced 
speed-zone on emissions [161]; (b) – The marginal reduced-cost for CO2 

emissions using the change in total profit from the reduction of ship speed [162]

Moreover, Woo et al. [163] investigated the impacts of the 
slow steaming process on CO2 emissions in liner shipping. They 
also found that more CO2 emissions could be decreased in the 
case of reducing the voyage speed. More importantly, they found 
that around 90% CO2 emissions could be reduced on the Asia/
Europe route when the ship was operated within a speed range 
of 15-17 knots. Finally, the optimised result of voyage speed for 
CO2 emission data and operating cost was 17.4 knots. According 
to Yun et al. [164], reducing speed from 24 to 8 knots could 
obtain up to 48.4% in CO2 emissions reduction. However, the 
reduction of ship speed could negatively affect profit. Therefore, 
Corbett et al. [162] developed a profit-maximising function by 
incorporating costs relating to the ship speed reduction. They 
found that $150/ton for a fuel tax, combined with a reduction of 
ship speed of about 20–30%, resulted in a maximised reduction 

of CO2 emissions of ships in US ports (Fig. 6b). In general, the 
reduction of speed, as well as the application of slow steaming 
to the ship operations in the port area, is considered a feasible 
approached to reduce CO2 emissions. The effects of speed 
reduction or slow steaming of the ship on the decrease of CO2 
emissions in the port area are given in Table 2.

Tab. 2. Reduction level of CO2 emissions in the port area by the application 
of speed reduction or slow steaming of the ship

Route/Ports Applied 
strategies

CO2 emission reduction 
level References

Asia/North 
America

Slow 
steaming/

Speed 
reduction

29,400.103 tons

[165], 
[166]

North Atlantic 5778.103 tons

Australasia/
Oceania 6275.103 tons

Latin 
America/
Caribbean

16,200.103 tons

Middle East/
South Asia 22,900.103 tons

Shanghai to 
Rotterdam 5000.103 tons [167]

Various ports 0 – 60% [14], [30], 
[168]

Kaohsiung 
Port Taiwan

14% for the bulk vessel;
41% for container vessel [169]

Port of 
Gothenburg 50 – 80% [170]

North 
Europe–Asia 37% [171]

Port of 
Rotterdam 6300 tons [172]

Taichung Port 20 tons/1000 kW of ship 
power [173]

Regarding the management of operational efficiency and 
emissions at the ship-port interface, measures are considered 
for the ports that ships are scheduled to arrive at and allowed 
to moor, also known as ports of call. Studies have provided 
comparisons of shipping GHG emissions to port emissions in 
the Port of Barcelona [174]: 63–78% of port emissions in the 
Port of Oslo [175], 61% in the Port of Gothenburg, 66% in the 
Port of Osaka, 8% in the Port of Sydney, 18% in the ports of 
Long Beach [176], and 53% of GHG emissions from the ships 
at berth in San Pedro Bay [177]. For UK ports, emissions from 
ships at berth have been observed to be ten times higher than 
emissions from port operations. Hence, it is suggested that 
ports should pay more attention and make more of an effort 
to reduce shipping emissions [178]. The potential of reducing 
shipping emissions depends on the frequency of port revisits for 
each vessel. The greater the number of ship calls for a particular 
ship, the greater the opportunity for emission reduction [176].

In most cases, the order of ships arriving and berthing at ports 
generally follows a first-come-first-served basis, which could 
lead to longer turnaround times and higher shipping emissions. 
In their study, Styhre et al. [176] examined four different ports 
and observed between 8-88% of GHG emissions from ships 
docking at these ports. Hence, they recommended reducing 
turnaround time as a potential strategy in achieving lower GHG 



POLISH MARITIME RESEARCH, No 2/2023 155

emissions from ports. According to Moon et al. [179], a 30% 
reduction in turnaround time can reduce CO2 emissions by 
up to 37%. In contrast, when turnaround time increases by the 
same percentage, annual CO2 emissions are observed to rise by 
30.7%. In the case of Johnson et al. [180], their analysis showed 
that a decrease of 1-4 hours in turnaround time can yield 2-8% 
in energy savings. Additionally, supportive port policies can 
facilitate the transition toward shorter ship turnaround times in 
ports. Other factors that can influence turnaround time include 
CHE efficiency and mooring operation time [164], [178], [181], 
[182]. In their study, Navamuel et al. [183] found that the use of 
an automated mooring system could reduce up to 97% in CO2 
emissions from mooring, when analysing such activities in Ro-Ro/
Pax terminals. In Piris et al. [184], automated mooring systems 
were proposed for the Santander port, which would reduce CO2 
emissions by as much as 76%. The application of automated 
mooring systems have also been found among major ports in 
European countries, including Finland, the Netherlands, and 
Denmark [183]. In another study, Gibbs et al. [178] examined 
the integration of virtual arrival assistance to enable the exchange 
of information and communication in optimising the accuracy 
of arrival and berthing time, vessel speed reduction, and slow 
steaming. The authors cited a maximum potential fuel saving of 
up to 27%, while the average figures could be between 12-20%. 
Several studies have also supported the use of ‘virtual arrival’ 
as an effective strategy in reducing shipping emissions [172], 
[182], [185], [186].

The major purpose of EEDI and the plan to manage vessel 
energy efficiency is to reduce CO2 emissions discharged from 
maritime transportation [187], [188]. As shown in Table 1, 
the emissions reduction targets set by EEDI are listed by each 
implementation phase in the future. As required by EEDI 
standards, the IMO regulation requires ships to comply with 
a minimum of 20% emissions reduction by 2020, followed by 
a progressive increase to a 30% reduction target, beginning in 
2025. Both the vessel’s structural design and operations are subject 
to these stringent efficiency requirements [46]. Even though 
the majority of current energy-saving potential is held within 
the improvements in the structural design of the vessel body, 
more attention is needed to focus on the efficient operation of 
marine engines and the potential use of alternative low-carbon 
forms of energy to power ships. Indeed, the tendency towards 
the reduction of CO2 emissions in the world’s shipping industry 
was mostly driven by increasingly more stringent international 
rules and advancements in alternative fuel applications. Even 
though there is a long way to go to fully realise the practical 
implementations and wide adoption of zero or low-carbon 
fuel in powering marine vessel engines, the progress which 
has been made, in both the fuel and efficiency performance of 
current fossil-fuel-powered engines, is highly commendable 
and signals a positive future trend. Hence, advances in marine 
diesel engine efficiency improvements are critical in the current 
effort to achieve future emission reduction targets. It has been 
observed that, insofar as the EEDI served as a goal, it was not 
a particularly difficult one, since the EEDI achieved by newly-
built vessels vastly exceeds the existing required EEDI, although 
they were not compulsory until 2025. This is particularly true of 

general cargo vessels and containerships [189], [190]. Notably, the 
obtained scores frequently do not represent the employment of 
novel electrical or mechanical technology; however, they could be 
obtained simply by optimising traditional machinery or changing 
the hull design [189], [191], [192]. It has been noted that the 
influence of EEDI on reducing shipping emissions was predicted 
to be minor: only a negligible change in CO2 emissions has been 
identified between non-EEDI and EEDI scenarios [193]. More 
importantly, the reference years or mandated reductions need 
to become more ambitious, for the EEDI law to have a greater 
impact. Besides EEDI, technological approaches cover the 
technologies used on vessels to help boost their energy efficiency 
[14]. The techniques described in Table 3 are usually regarded 
as the key technological methods to boost ship energy efficiency 
and are covered by a number of documents. 

Tab. 3. Relationship between technological solutions and fuel 
saving level [14], [30], [194]–[201]

Technological solutions Potential fuel savings

Light materials Max 10%

Slender hull design Max 15%

Improvement devices for propulsion Max 25%

Bulbous bow Max 7%

Lubrication Max 9%

Waste heat recovery Max 4%

ChALLENGES AND OPPORTUNITIES

The use of clean fuels for maritime applications was either 
confined to certain vessel types or non-existent, which limited the 
evaluation of alternative fuels from an environmental perspective. 
Obviously, this reduced the credibility of the results obtained 
because acquiring emissions data for such an application was 
incredibly difficult. Remarkably, the widespread use of clean 
fuels, including ammonia and H2, might be hampered or 
delayed because of problems associated with these relatively 
novel fuels’ underdeveloped infrastructure and supply chains, 
particularly in the maritime industry; these include high 
production costs, requirements for special cryogenic storage, 
and high fuel transportation expenses.

It was necessary for HFO and MDO to be removed steadily 
and it was proposed that the advancement of vessels running on 
LNG, LPG ought to be cautious. Thus, power systems powered 
by H2 and methanol could be regarded as a primary priority 
for future investigations and advancement, being the power 
resolutions for residential and short-sea shipping. Besides, 
double fuel compression ignition engines were recommended 
to be broadly applied in order to utilise H2, methanol, biodiesels, 
or bioethanol as auxiliary and, after that, essential fuel. Indeed, 
certain flag, coastal and fuel-generating countries need to conduct 
more comprehensive life cycle evaluations of more alternative 
fuels as soon as possible. Infrastructure construction should 
consider the integrated use of raw materials and the recycled use 
of intermediate products, with the aim of producing by-products, 
alternative marine fuels and the cogeneration of power, heating 
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and cooling. It was noted that this was a significant way to 
lower manufacturing costs, one of the main factors limiting the 
widespread use of alternative marine fuels. Moreover, increasing 
fossil-free energy (namely solar, wind, and nuclear) in the global 
energy mix and increasing carbon capture, use and storage in 
the industrial sector on land, could directly mitigate the world’s 
carbon emissions as well as alleviate lifecycle emissions and 
alternative fuel expenses. More importantly, future research 
assessing renewable sources of energy consisting of wind and solar 
power could assist in developing technological improvements to 
handle the obstacles that restrict the intense employment of the 
aforementioned energies, like energy storage resolutions, which 
might cause a decrease in GHG emissions released from maritime 
transport. Regarding the maritime community, agreement is 
more potent than divergent and, besides this, decisive action, 
with respect to the best potential methods, was more essential 
(as early as possible) compared to the option of waiting or 
hesitating. Likewise, legal frameworks at local and global scales, 
as well as financial incentives, need to be passed prior to other 
plans and, more significantly, countrywide or local regulations 
and pilot tasks should be prioritised. 

CONCLUSIONS AND RECOMMENDATIONS 

This review article provides a general overview of various 
approaches for lowering CO2 emissions from ships through 
thorough consideration of distinct low-carbon fuels, alternative 
clean renewable sources of energy, and supporting regulatory 
frameworks. Moreover, further implementation of intelligent 
energy management systems, energy conversion, consumption 
monitoring, and battery storage could promote the potential 
for energy savings.

Through powerful control and operational practices aimed 
towards a shipping industry that was low-carbon and sustainable, 
ship owners could obtain effective energy, emissions mitigation 
and expense savings. The further deployment of clever electricity 
control systems, electricity transformation, battery storage, and 
consumption tracking could improve energy savings. Remarkably, 
a systematic enhancement was needed in shipping enterprises 
to attain energy savings. The guidelines and regulations that 
did not focus on the goal of decreasing emissions and obtaining 
electricity performance needed changing. In fact, biofuels became 
an appealing choice, when combined with other fuels, owing 
to their outstanding commercial potential. Nonetheless, the 
large variety of biofuels available resulted in great diversity in 
emissions, prices, and usability of the resources mentioned 
above. In spite of the numerous benefits of biodiesel, some 
challenges still exist, including higher expenses of generation 
and feedstock, cold flow features, material compatibility, fuel 
stability, and a shortage of marine-grade criteria. Hence, in the 
preceding section, effective techniques and feasible resolutions 
were presented to achieve the aim of this alternative fuel utilisation 
in the maritime sector. Also, the introduction of a novel supply 
of feedstock from second and third generation bio-based 
diesel could alleviate generation expenses and fuel economy. 
Recently, there has been a surge in research into novel sources, 

including algae and waste oil. Additionally, formal mandates 
from governmental and international organizations, like the 
IMO, could support and improve biodiesel applications in the 
maritime industry. Indeed, H2 is still a viable future bunker 
fuel choice, since it produces more energy per unit mass, in 
comparison with traditional marine fuel, while emitting fewer 
GHGs. Nonetheless, several barriers, such as manufacturing 
expenses and the particular handling needs for storage and 
transportation, were observed, preventing the extensive use of 
H2 fuel. More interestingly, ammonia is thought to be a useful H2 
storage medium because it has a greater volumetric H2 density 
when compared to liquid H2. Nevertheless, the quantity of GHG 
emissions related to the current ammonia manufacturing method 
is significant; alternative revolutionary technologies, including 
thermochemical processes and solid-state synthesis, are still 
being researched and developed. Because of their low volumetric 
energy densities, it was suggested that H2, compressed natural 
gas, and ammonia were only suitable for domestic and short-
distance transportation, while liquefied natural gas was preferred 
for long-distance shipping, when taking economic factors into 
account. In addition, one benefit of utilising ammonia fuel is 
that, with simple adjustments, it could readily be compatible with 
turbines, engines, and burners. Not only H2 but ammonia also 
shows promise for totally replacing hydrocarbon fuels. In terms 
of both technological and economic perspectives, renewable 
methanol utilised in combination with a diesel engine, provided 
the best future world’s shipping possibility. H2 and ammonia are 
known as viable short-sea fuels; nonetheless, the technological 
routes that combine H2 with low-temperature fuel cells and 
ammonia with diesel engines outperform those combining H2 
and diesel engines or ammonia with high temperature fuel cells. 
Obviously, the evolution of different technological paths and 
combinations of fuels and propulsion systems is unavoidable, 
and types of ships and shipping routes are considered critical 
elements in the majority of appropriate combinations between 
fuel and technology.
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introduction

Seaports have contributed significantly to global economic 
development [1]; they have played an important part in 
enabling import and export activities between nations since 
before the Industrial Revolution, which directly supported 
the development of international commerce and the world’s 
supply chain [2][3]. However, it has been observed that energy 
costs are enormous for ports and facilities, so energy savings 
could be a significant and efficient solution to lowering these 
costs [4]. In addition, emission reduction contributes directly 
to the green viewpoint and sustainability of ports [5][6]. More 
interestingly, energy efficiency mainly refers to supplying 
similar services while using less energy, and it is frequently 
related to the employment of renewable and eco-friendly 
resources to provide such services [7][8]. Indeed, energy 
efficiency is critical for ports and facilities seeking to reduce 
energy usage and become more environmentally friendly [9]. 
In October 2014, the European Council established an aim of 
30% energy saving and 27% renewable energy share in total 
energy utilisation in all industries by 2030 [10]. In particular, 
regulations were implemented with the goal of mitigating 
greenhouse gas (GHG) emissions in port waterways, inland 
regions, and yards, in order to foster sustainability and the 
green viewpoint [11][12]. Pollution reduction was a direct 
and obvious consequence of the electrification of equipment 
[13], energy efficiency [14], the employment of alternative 
fuels, low-sulphur fuels, and sustainable sources of energy 
[15][16]. The above-mentioned factors, along with working 
efficiency, constitute a significant portion of defining next-
generation ports [17][18]. Furthermore, energy efficiency is 
considerably influenced by technological developments in 
power production, distribution, storage, consumption, and 
conversion [19]–[21]. Energy systems used in docks contain 
numerous components, such as converters, batteries, and 
distributors. Novel methods for enhancing grid intelligence, 
mentioned above, as well as novel devices, such as super-
capacitors and flywheels, aim to effectively store energy 
and promote energy efficiency even further [22][23]. Port 
machinery outfitted with energy management components, 
for example, could greatly save energy by saving power 
during hoist-down, storing that energy, and then utilising it 
during hoist-up or travelling movements [24][25]. Notably, 
smart power delivery systems have the potential to improve 
the energy economy in the reefer industry and technological 
advancements significantly contribute to the efficiency of 
consuming energy [26][27]. Also, ports can take advantage of 
the development of novel fuel-efficient motors and fuel cells 
because green energy sources are increasingly being used 
and technological advancements in harnessing renewable 
energy are also linked to ports [28][29]. Thus, emerging 
technologies, including microgrid and smart grid systems for 
controlling the demand and supply of energy, could enhance 
port energy management in this situation. 

Facing the problems relating to the development strategies 
of green ports, the motivation for this effort was to provide 
a thorough understanding of working strategies, techniques, 

and energy management systems, with the goal of achieving 
energy savings for sustainable and green ports. Besides, this 
paper presents technologies and methods to decrease GHG 
pollution in the shipping sector; methods for detecting and 
identifying energy consumption in ports are also illustrated. 
Research gaps are identified and research directions are 
proposed for future investigations. The structure of this paper 
includes: Section 2 focuses on the methodology for searching 
references in the literature; Section 3 discusses the critical 
factors affecting green port strategies, such as technology 
factors, management factors, and policy factors. Suggestions 
for green logistics for green ports are then analysed in Section 
4. Finally, conclusions and future directions are presented 
in Section 5.

Methodology

In order to collect data and the most appropriate literature 
for this paper, some important keywords were used, including: 
‘renewable energy’, ‘clean energy’, ‘seaport’, ‘green maritime’, 
‘green seaport’, ‘green logistics’, ‘energy plan’, ‘energy 
management for port’, ‘energy management in shipping’, ‘low-
carbon energy for maritime’, ‘net-zero’, and ‘CO2 emission’. 
The search was carried out on the websites of prestigious 
associations and organisations, as well as Google Scholar. For 
selected papers, they had to be peer-reviewed and published in 
good ISI/Scopus journals relating to energy, energy economy, 
maritime, port, logistics, and energy policy. After that, three 
filters were used to select the most relevant papers, as shown 
in fig. 1. 

Fig. 1. Methodology used for selecting the most suitable papers/reports/
information 

The following criteria were used for filters. With the aim 
of selecting the most suitable papers/reports/information: 
(1)  – a  preliminary survey with the aforementioned 
keywords for the 1st filter, (2) – checking the title and 
abstract of papers/reports/information for the 2nd filter, 
(3) – checking and carefully reviewing the content of papers/
reports/information for the 3rd filter. Finally, 200 of the 
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most relevant and suitable papers/reports/information were 
selected for this work. 

critical factors affecting green 
port strategies

technology factors 

cold-ironing technology
Cold ironing is the practice of connecting ship berths to 

shore-side electricity instead of operating auxiliary engines 
to supply electricity for ship operation [30]. Its effectiveness 
in reducing emissions is determined by the percentage of 
green energy output in that nation; therefore, nations with 
less ecologically favourable electricity generation simply 
discharge emissions elsewhere. According to Winkel et al. 
[31], if all ports in Europe utilised shore power, an estimated 
€2.94 billion in expenses could have been saved in 2020, 
along with an 800,000-ton decrease in carbon emissions. 
However, the main obstacles are the installation costs and 
the fact that each ship has to apply the connecting technique 
on board, which they only do if they expect to employ it 
regularly [32]–[34]. Based on the report by WPCI, there are 
just 28 ports, worldwide, with cold ironing installed; this 
indicates minimal take-up, to date [35]. 

There are primarily two kinds of engines in vessels: the 
main engine, such as the propulsion engine, and the auxiliary 
engine [36]. Most ships switch off their main engines upon 
docking. Auxiliary engines provide energy for hotelling 
operations including power system repair, lighting, and 
refrigeration. Depending on the types of fuel, these auxiliary 
diesel engines burn fossil fuel in the idle position and release 
CO2, SO2, and NOx [37]–[39]. Cold ironing is also known 
as alternative marine control, onshore power supply, and 
shore-side power. The grid, renewable sources, LNG, or other 
sources of electrical power can provide electricity which can 
reduce emissions if they replace burning fuels [32], [40], [41]. 
In general, the higher the average ship handling times are, the 
higher the potential ports save through cold-ironing [40]. Due 
to the different policies and costs in each region, emission 
reduction varies according to the area. By cold ironing, 
global carbon emissions, based on the emission intensity of 
port electricity supplies, are decreased by 10%, while SO2 
emissions in UK ports are decreased by 2% [40]. Similarly, 
there is a reduction of 57.16% in CO2 emissions in Kaohsiung 
Port, Taiwan [42]. Comparisons of the supply of shore-side 
power with marine fuels in bulk carrier services indicate 
that a shore-side power supply can offer economic benefits to 
countries, the electricity price is less than 0.19 USD/kWh [43]. 
Moreover, operating expenses and energy consumption can 
be decreased by up to 75% through shore-side power [43], 
which benefits not only vessel owners but also port authorities. 
Cold ironing can significantly influence cruise ports due to the 
large amount of power needed for large vessels when several 
passengers are on board during hotelling [44]–[46]. Hall [47] 

reported that CO2 emission reductions with shore-side power 
are 99.5% for the port of Oslo in Norway and 9.4% for Fort 
Lauderdale in the US. However, since the pricing structures 
of cold ironing are different, a return of investment analysis 
is required. More progress could be achieved through more 
technical, economic, regulatory, and environmental studies 
in the future. The integration of cold ironing with berth 
allocation and quay crane allotment problems can assess 
new trade-offs. 

Refrigerated container technology
The refrigerated container trade needs the constant 

refrigeration of each container, so that the goods remain 
cool. The trade has expanded consistently and outweighed 
other market sectors in the liner shipping field in recent 
years [48]. According to various studies, the percentage 
of energy consumed by reefer vessels varies between 
20-45% of total energy usage in ports [48]–[50]. As a result, 
improvements in energy efficacy in refrigerated containers 
is recommended. Joan et al. [51] concluded that container 
heating could be prevented by covered spaces for reefer 
containers. Furthermore, finding the number of plugs 
for reefers, identifying the location of the reefer zone for 
minimising travel distances, formulating better electrical 
distributing systems, developing a powerful strategy for 
each reefer cargo, and calculating the exact consumption 
of energy for reefer containers were all considered to be 
important research perspectives for the energy efficacy in 
the reefer zone [52]. Apart from that, efficient refrigerated 
container management fulfils ship demands, while also 
lowering the associated costs. Given the journey periods, 
operators devised an optimal plan to minimise energy 
usage and losses [53]. Indeed, an exterior power source 
was required for reefer area control in reefer containers due 
to their cooling power consumption. A time-space model, 
appropriate for moving reefer vessels, was also developed 
[54]. Nevertheless, the majority of the aforementioned studies 
were from the viewpoint of transportation. The energy flow 
modelling was quite simple and the energy consumption for 
a single container move was set as ‘4kWh,’ which completely 
neglected the potential operation flexibility of scheduling 
transport, which facilitated the study from the perspective 
of flexibly managing energy [55], [56].

lighting technology
Lighting is thought to be one of the most energy-intensive 

components, particularly at night. Indeed, some investigations 
were conducted on energy-saving lighting systems in 
buildings, which included the utilisation of smart lighting 
systems based on sensors, for future structures in California 
[57], as well as a lighting strategy based on occupancy for 
an open Dutch working environment [58]. Several previous 
studies researched the control of fluorescent luminaires based 
on sunshine [59] and the utilisation of daylight for cheap 
illumination [60]. Furthermore, control devices that employed 
daylight could save a lot of energy, particularly for interior 
uses [61]. Remarkably, daylight gathering utilised natural light 
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to counterpoint artificial lighting collected from established 
lighting systems, with the aim of reaching a target illumination 
level while lowering electric loads [62]. Moreover, controlling 
LED illumination systems, based on occupant position and 
daylight dispersal, resulted in significant energy reductions 
[63][64]. Nonetheless, effectively lighting an outdoor 
location, like a port, while also adhering to each space’s 
unique illuminance rules, was considered a sophisticated 
job. Outdoor illumination in ports consumes a significant 
amount of energy [65], surpassing 70% of the total energy 
requirements of a port, in some instances [66]. Because of 
their complicated operations and services, ports have a high 
energy consumption; hence, they could be classified as small 
cities, communities, or villages [26]. In fact, the majority of 
existing port methods and technologies are out of date, but 
there is significant potential for considerable energy savings, 
along with an enormous reduction in the environmental 
impacts of ports [67]. Besides this, ports are required to 
follow stringent monitoring and societal rules in this situation 
[30]. The Nearly Zero Energy Port project is a hopeful step 
toward the sustainability of ports [9] and, simultaneously, 
port exterior illumination is critical for safety and comfort 
[68], as well as to enhance their aesthetics [69][64]. In many 
ports, technologies are applied to enhance lighting energy 
efficiency. To ensure energy efficiency, LED lamps could be 
used in port storage facilities, administration buildings, and 
lighting for outdoor terminals [50]. Assuming that 11 h of 
light is required, by using LED lamps an annual electricity 
saving of 922 MWh could be obtained [50]. In addition to 
LED technology, lighting levels and the design of armatures 
also contribute to electricity savings [51].

other technologies 
Automated mooring systems can be used as energy 

consumption mitigation methods and with major effects 
[11][70]. In this system, vessels are often vacuum-moored 
and locked without many manoeuvres, which decreases 
the motor’s energy consumption. A reduction of fuel 
consumption between 10-15% is possible, as a result of 
state-of-the-art technologies, including start-stop engines 
for diesel equipment [71]. Many ports can use reactive power 
compensation methods, which compensate the reactive power 
consumed by various electrified equipment [71]. With the 
application of this system, while the power factor increases, 
there is a decrease in network losses. In the future, ports will 
be able to work in CCS systems with facilities for collecting 
and depositing CO2 waste without releasing it into the air 
[72]. Heat exchangers, water treatment technologies, and 
degassing installations are used in the port of Rotterdam, 
to capture heat and save energy [73]. Furthermore, energy 
can be saved more by material recycling or waste-to-energy 
strategy application in ports [72][74].

In fact, automated mooring devices can have a significant 
effect on energy usage [11], [70]. Vessels are mostly anchored 
by the use of a vacuum, in this method, attached to the 
berth without much manoeuvring; this lowers the engines’ 
energy usage. Moreover, advanced techniques, including 

start-stop engines for engines running on diesel, could 
reduce the consumption of fuel by 10-15%. Many terminals 
could benefit from reactive power compensation methods, 
which involve compensating for the reactive power utilised 
by different electrified devices, resulting in a reduction in 
energy consumption [75]. 

ManageMent factors

equipment management
The organisational effectiveness of a port is determined 

by how well the available resources are managed; there is 
a positive connection between reduced operation periods, 
e.g. ship handling times and cargo transit times in the yard, 
and operational effectiveness in ports [76]. Thus, the energy 
economy is the result of operational effectiveness [19][77]. 
As a result, the majority of optimisation studies associated 
with improved port operation plans contribute to energy 
efficiency. Many of the studies in the literature considered 
mathematical models that had a goal function related to the 
energy consumption of terminals, particularly cargo terminals 
that were divided into three functional regions: quayside, 
landside, and yard side [78][79]. Also, other publications 
mentioned the energy-aware utilisation of quayside resources 
such as berths, conveyors, and quay cranes (QC) [80]–[82]. 
For example, the consumption of energy of QCs that existed 
in the objective function was used to build a combined berth 
allocation and QC assignment problem in [83]. Similarly, 
Iris et al. [84][85] addressed the reduction of QC energy 
consumption in relation to marginal QC output, in which QC 
energy consumption issues should be tackled the trade-off 
between energy-saving and time-saving, minimising lateness. 
In addition, this study also considered QCs’ non-working 
and working energy consumption [55]. It was noticeable that 
working energy consumption was determined by the number 
of movements per hour and energy consumed throughout 
loading or unloading, but non-working energy consumption 
was determined by lighting and auxiliary units. Moreover, 
the QC assignment was identified by the queuing activity 
of automated guided vehicles (AGV) [86] and it was shown 
that the optimal number of QCs decreased according to the 
consumption of energy per QC per hour [86].

Planning on the yard side focused primarily on container 
transport but stacking was also considered as one of the 
solutions for port management, to reduce energy consumption 
[7], [87]–[90]. He et al. [91] discussed yard crane (YC) 
scheduling with energy consumption, transforming it 
into a variant of vehicle routing issues. They reported 
that, for all YCs, energy savings of 25.6% were obtained, 
compared to practical findings. Positions in the same row 
are given priority by the energy-aware planning of YCs 
[92]. Therefore, researchers on energy-aware planning have 
recently concentrated on automated container terminals. 
Indeed, a predictive control model for balancing the 
throughput and energy consumption of a single QC with 
AGVs and ASCs is established, in which the discrete-event 
and continuous-time dynamics are simulated with a hybrid 
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automation representation [93]. The results revealed that 
the proposed method achieves the same range of reduced 
energy consumption because the approach enables vehicles 
to decelerate in the yard. Another study, by Xin et al. [94], 
experimented with 1 QC, 2 AGVs, and 3 annualised slot 
capacities, indicating that an average 6.23 kWh of energy 
is required to load 8 containers efficiently [94]. Xin et al. 
[95] indicated that energy consumption of approximately 
65 kWh can load 90 containers in a case of efficient energy 
management. In fact, emissions from port operations made 
fewer contributions to overall emissions but could be handled 
in a variety of ways, although only a trivial number of ports 
actually tracked their emissions. Wilmsmeier et al. [19] 
investigated methods to improve energy efficacy through 
the use of the latest handling equipment, the implementation 
of energy management systems, and differentiated port 
and terminal costs. Acciaro et al. [72] studied ports that 
implemented energy demand management approaches and 
produced their own eco-friendly energy on-site, namely solar 
panels, wind turbines, and heat plants. They also demonstrated 
that, while ports did not consider energy generation as an 
external revenue resource, controlling not only supply but 
also demand could alleviate their expenses and environmental 
impacts [34].

In recent years, electrification has become more common 
in ports because a substantial decrease in pollution from the 
emissions generated by electricity consumption, compared 
to those generated by using fossil fuels, is accompanied 
by cost-efficiencies when using electrical port equipment. 
More interestingly, peak shaving refers to practical strategies 
for reducing a port’s peak consumption of energy and, in 
fact, there are numerous techniques for peak shaving. As 
reported, peak electricity usage was observed to account 
for approximately 25-30% of the monthly electricity bill 
[96]. Obviously, the energy bill had two major components, 
including an unchanging expense of electricity utilisation 
and a variable expense, based on the level of consumption 
[95]. Even though ports could not reduce the set cost, which 
was specified and paid yearly, lowering the variable cost 
could be concentrated on, which was mainly decided by 
peak energy use and total consumption of electricity [20]. 
Therefore, a high peak energy usage, such as occurs through 
the simultaneous utilisation of all devices, would result in 
high energy expenditure in the monthly bill. Several methods 
use the load profile curves (1)  – Using any stored energy in 
the case of peak energy demand periods, (2) – Shifting the 
energy demand in the peak period to non-peak periods, (3) 
– Turning off non-critical loads over peak periods.

The efficient management of equipment in ports is 
considered as one of the solutions for achieving low energy 
consumption. In the ports, QCs and ship-to-shore (STS) cranes 
are mainly used on the quayside to load and unload cargo 
[97]. While rubber-tired gantries (RTG) and rail-mounted 
gantries (RTG) are used to stack containers, yard trucks (YT) 
and AGVs are used to horizontally transport containers. In 
recent years, highly automated equipment types are used 
to enhance operational efficiency, as well as decrease the 

involvement of humans [98]. Equipment, including automated 
QCs and RMGs, can be used in automated container ports and 
annualised slot capacities can be used for stacking operations 
in automated terminals. In bulk ports, cargo is mainly loaded 
and unloaded onto the ship by conveyors and pipelines [99], 
while it is stored in the yard of bulk ports in silos. Thus, 
increased energy efficiency and reduced emissions of GHGs 
are achieved in ports by electro-mobility (e-mobility) [100]. 
Due to its flexibility and productivity, RTG is one of the 
most common pieces of equipment used in yard stacking 
operations. Many researchers have been attracted by energy 
efficiency technologies for RTGs. Electrifying RTGs through 
electric drive systems is a crucial approach. Electrification of 
an RTG can be via a bus bar, touch wire, or cable reel system 
[100]. E-RTGs can switch between grid power and power from 
a diesel generator [100], and they work considerably better 
than conventional RTGs in connection with energy savings 
and reduction of CO2. In comparison with diesel-fueled 
conventional RTGs, E-RTGs reduce energy expenses by 
86.60% and GHG emissions by 67% [50]. More interestingly, 
researchers examined the installation of a flywheel with 
a smaller diesel engine for an RTG and predicted that fuel 
reductions of up to 35% were possible [101]. Similarly, Tan et 
al. [102] figured out that by installing a flywheel, the energy 
consumption was decreased by more than 30%, and the 
generator had a longer lifespan, less noise, and quicker system 
reactions. Apart from that, a power management system which 
considered stochastic loads reduced the use of fuel by 38%, 
for flywheel-installed RTGs [103]. Another proposed power 
management system for RTGs, based on hybridisation, could 
reduce fuel consumption by 20-60% [104]. By comparison 
with RTGs, there are fewer emissions from RMGs and 
ARMGs because they use electricity as an energy source 
[105]. Indeed, Yang et al. [106], [107] compared the energy 
needs of RTG, E-RTG, RMG, and ARMG. They indicated 
that E-RTG has the least energy consumption and RTG is the 
highest energy consumer. E-mobility developments greatly 
affected the electrification and automation of equipment in 
horizontal transport operations. Thus, AGVs have become 
more efficient, reliable, and safe [108]. Similar to the majority 
of other equipment, AGVs can be diesel-powered, battery-
powered, or hybrid. Compared to the traditional AGVs, the 
use of a B-AGV fleet is recommended to charge the battery 
in off-peak hours [109]. The results indicate that the average 
energy consumption is 64% lower when B-AGV is used, as 
illustrated in Fig. 2. 
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Fig. 2. Comparison of net costs for using different AGV models [109]

In fact, the impacts of electrification could be depicted 
using different kinds of handling, container terminals, 
energy costs, freight seasonality, yard sizes, and so on [110]. 
Economic and environmental studies are also critical for 
completely automated and electrified ports [111]. In future, 
the incorporation of electrified autonomous machinery 
and devices for energy storage, as well as smart meters, 
would broaden the potential area for further analysis [112]. 
In next-generation ports, electrification, automation, and 
smart energy management technologies would be employed 
[113][114]. In this respect, the functions of electrified and/
or autonomous transport in smart grids for port activities 
should be considered in greater detail. Also, a clever energy 
planning system could be created by taking random energy 
demand and supply into account.

In general, peak shaving techniques could be employed 
in the processes of QCs, electrified machinery, and reefer 
containers. As a QC consumes a significant amount of energy 
at a port [96], it is necessary to restrict the number of QCs 
hoisting simultaneously. Additionally, while synchronising 
the QCs, not lifting them at the same time was seen to lower 
the peak electricity consumption significantly; it could raise 
average processing time as well as waiting duration [96]. It 
was also reported that, lifting 5 QCs at the same time reduced 
peak energy usage by 11.1%. Apart from that, employing 
less handling equipment and smoothing out the processes 
throughout peak hours could reduce maximum electricity 
consumption [96]. Peak demand would be reduced by 19.8% 
in the instance of 6 QCs, if the highest permissible energy 
demand was fixed to 12 MW. Simultaneously, the typical 
waiting time was only increased by 3.4 seconds per container. 
Peak shaving for QCs using twin lift and dual hoist technology 
was discussed by Parise et al. [20]. Indeed, the combination 
of crane job cycles with a strong optimisation tool, as well as 
an energy storage system, were two of the main operational 
and technological approaches suggested for peak shaving. In 
addition, Parise et al. [20] disclosed that, during peak times, 
the saved energy could be utilised, reducing peak energy 
demand from 10.22 MW to 2.63 MW. For reefer containers, 

they required variable electricity depending on the month 
and time of day, so peak shaving approaches were critical 
for lowering the peak electricity demand in the reefer area 
because reefer containers constituted 30-45% of overall 
energy utilisation [49]. The period before a reefer was hooked 
in, the number of reefer plugs, and the sizes of the vessels, 
all had an impact on reefer energy needs [49]. Therefore, the 
dispersal of energy between reefer batches and restricted 
provision of electricity to reefer batches are considered as 
two peak-shaving techniques. According to the experiments, 
the highest energy demand needed for reefers was 14.8 MW 
in the base scenario and this was reduced by an average of 
62.8%, by the first method. Meanwhile, the latter approach 
had a maximal limit of 14 MW, which led to a reduction in 
peak demand of 7.2% [49]. Nevertheless, the connection 
between total operating time, energy consumption, and real 
idling periods for each machine were not comprehensive. 
Therefore, integrating the management of energy and plans 
for real-time operations required improvement. Indeed, 
a better model which could evaluate the relationship between 
the consumption of energy and yard traffic congestion was 
needed for yard activities. Therefore, it was noted that energy-
aware routing and equipment scheduling was thought to be 
a fascinating study subject. Moreover, economic, operational, 
and environmental studies could be used to examine how 
peak-shaving techniques could be integrated into smart 
energy management.

energy consumption and emission management
Since GHGs emitted from port operations are known to 

be a function of energy utilisation, a shortage of knowledge 
about energy usage might result in ambiguous information 
about the carbon footprint of goods through the port, as well 
as the total GHG emissions. According to Iris et al. [50], the 
primary energy consumers in ports are reefer containers 
(accounting for 43%), QCs (constituting 37%), and yard 
machinery and buildings (20%). The petroleum usage for 
the aforementioned ports’ YTs, and RTGs comprised 32% 
and 58% of the overall consumption, respectively. Similarly, 
reefer containers and QCs each consumed 40% of the overall 
consumption, in a low-automation container port [52][48]; 
whereas, horizontal containers and YCs primarily utilised 
30% and 68% of the fuel, in turn. For another example, the 
port of Chennai was reported to consume 6.3 million litres 
of gasoline, of which 59.2% and 25.5% were employed by 
cranes and tug vessels, respectively [115]. As reported, the 
port sector accounted for 3% of total global GHG pollution 
[70]. It was noted that several variables had an effect on the 
shift in energy usage, including (1) – changes in handling 
quantities and patterns of ship calls, (2) – fluctuation in reefer 
container energy requirements, and (3) – variations in port 
stay periods for trans-shipments, imports, reefer containers, 
and exports [19]. For these reasons, energy management in 
ports is very important, with the aim of minimising the energy 
used and, therefore, reducing CO2 emissions.

Indeed, to manage the energy consumption in a port 
efficiently, building suitable models is very necessary. 
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While an instrument or device was in use for measuring 
energy consumption, calculations and/or observations were 
employed to estimate the consumption of energy. A recent 
Sea Terminals project examined ports in Valencia and 
Livorno; they suggested a smart integrated strategy in energy 
management towards low-CO2 emissions, as shown in Fig. 3. 
They concluded that using renewable energy, integrated with 
smart energy management, could considerably reduce energy 
consumption and GHG emissions [81][116]. Grundmeier et 
al. [117] indicated that simulating yard and berth operations 
could estimate energy consumption [117]. A forecast of 
electrical usage in the short term and an analytical technique 
for one electrified RTG was given in a study by Alasali et 
al. [118]. Regarding emissions, they included emissions from 
land (such as emissions from container processing in the 
port) and emissions from ship activities (such as emissions 
from the arrival and departure of a ship, berthing, and ship 
manoeuvring in port waterways). All of these emissions 
were included in the port pollution list. The technique of 
determining emissions was primarily based on a bottom-up 
strategy, in which all emission sources made an equal 
contribution to overall emission values. Indeed, inputs in the 
various studies included size of port, cargo capacity, and the 
quantity of equipment investigated [119], [120]. Furthermore, 
the kind of engine, fuel type, port stay period, and sailing pace 
were all factors considered in the studies regarding ship-based 
emissions [115], [120]–[123]. Also, research concentrating 
on the GHG emissions from machinery and zones took into 

account scheduling, gridlock, and routing in the yard. It 
also addressed how port selection affected CO2 pollution 
[106], [124], [125]. Liao et al. [126] suggested an emission 
model based on the activity for measuring emissions between 
Taiwan’s hinterlands and various towns, and demonstrated 
that when trans-shipped goods were moved to a new port, 
emissions were reduced.

Smart grid management
The working characteristics of seaports promoted the 

application of smart energy management methods because 
smart energy management approaches could supply 
controllability and flexibility in operation strategy. These could 
be efficiently used to coordinate production and load demand 
and, at the same time, alleviate uncertainty or volatility [56]. 
Aside from the development of electrification, flourishing 
cold chain transport and cruise ships also led to heating and 
cooling demands for the port. Furthermore, high-voltage shore 
connection devices for passenger ships and large cargo ships 
were used in ports [127]. In this context, future ports will have 
integrated transport energy systems, and energy management 
is considered critical in forming the future economic and 
environmental behaviour of marine transport [54][56]. Buiza 
et al. [128] investigated smart energy systems employed in 
ports, in order to evaluate the present scenario in terms of 
operation, energy, and environmental factors. The research 
showed how efficient energy management could play an 
important part in port operations, by allowing interaction 

Fig. 3. Integrated energy systems smart management strategy and renewable energy [81][116] 
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with green sources of energy to guarantee self-consumption 
and decrease carbon emissions. According to comparable 
research by Parise et al. [129], smart grid approaches could 
improve the electrical efficiency of port energy management 
systems. Also, port authorities and stakeholders were advised 
to employ more informed approaches to managing energy, in 
order to maximise port and community benefits. The idea of 
a smart seaport microgrid was suggested [130], which required 
effective energy management techniques to handle multiple 
energy supplies, while satisfying port energy demand. 

An energy management system could regulate, supervise, 
and optimise the activities of smart nanogrids and microgrids 
[131][132]. In fact, it comprises a high-level controller, 
as well as a group of lower-level controllers, linked by 
a communication system [133]. The motivation for developing 
the seaport microgrid was to use it as an energy district, 
so as to promote the penetration of renewable energy and 
grid storage capacity through selling power to the market 
via the main grid. Parise et al. [129] depicted an idea that 
was newly suggested for managing a port, called a seaport 
microgrid. Besides this, Lamberti et al. [134] indicated that 
the port region was regarded as a distinct zone with its own 
energy strategy. In fact, two microgrid port projects were 
manifested in depth in Genoa (Italy) and Hamburg (Germany), 
and the working data demonstrated their validity [72]. Fig. 4 
shows an example of a standard seaport microgrid layout, 
in which the port was linked to a major grid and a variety 
of green energy sources were incorporated. Indeed, the 
seaport would provide on-shore electricity provision (cold-
ironing), as well as berth location services to ships when 
berthing. Interestingly, the seaport’s central control would 
send messages to each subsystem in the port for both energy 
and logistical management [54]. In general, a port microgrid 
employs microgrid techniques to enhance its operational 
behaviour. 

Fig. 4. Seaport grid for energy management plan [54]

The port microgrid was described as a system for managing 
all energy-related problems in a port area [72][129]. Because 
the ships were berthing in and out constantly, there would 
be constant plug-and-play activities, which might result in 
large loading pulses [135]–[137]. Port microgrids include 
a range of important and adaptable electrical loads such as 
cranes, winches, reefer systems, shore power delivery to 
berthed-in vessels, and electric cars, as well as the ability to 
incorporate local energy sources. Many studies have indicated 
that the increased use of electricity, with the incorporation 
of renewable energy and energy storage systems, will be the 
main factor in achieving better environmental sustainability 
in future ports [50], [54], [134], [138]. Nevertheless, because 
of the intermittent and volatile nature of non-dispatchable 
renewable energy systems, along with the incorporation of 
novel kinds of electrical loads, port area operation planning 
has become considerably challenging [50], [54]. In fact, with 
a greater prevalence of offshore renewable energy systems 
held by seaport owners, they would run their dispersed 
production and energy storage system units in order to profit 
economically, by selling back the energy to the main grid 
[139]. Thus, in this regard, the port operation differs from 
that of a typical grid-supported (and isolated) microgrid, with 
the primary goal being to handle the system’s load demand 
by depending on power delivery from the main grid [140]. 
A smart grid system is needed to fulfil the requirements of 
four sectors: (1) QCs, (2) on-shore, (3) infrastructure and 
storage, and (4) equipment. As reported, energy storage 
systems, as well as conventional grid systems, were known 
as the primary components of the smart grid. Wind power and 
solar energy were also used to augment sustainable energy 
sources. Clearly, the smart grid was at the core of the system, 
performing functions including energy multidirectional flow 
centralisation distribution, control, and time data handling 
[54]. In general, the connections between the components 
of the grid control system at a seaport are depicted in Fig. 5. 
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Fig. 5. Model of smart grid management at seaports [141]

policy factors

The significance of consuming energy at ports stems from 
the large energy requirements of seaport activities. Energy 
efficiency is regarded as a problem for port authorities, since 
more energy usage results in more carbon emissions and 
higher operating expenses [52]. As a result, most seaport 
organisations advocate for port officials to enact port laws 
aiming to mitigate energy consumption, while increasing 

renewable sources of energy. This would also help to lower 
carbon pollution and energy expenses for the operating systems 
of ports [142]. Various innovations have sought to define 
and establish environmental performance metrics to assist 
port officials in alleviating and eliminating the influence of 
environmental impacts [143]–[145]. Regarding the diversity 
of port authorities, they were observed to differ significantly 
in their aims, institutional frameworks, functions, market 
power, financial capabilities, competencies, knowledge, and 
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skills, as well as energy and environmental concerns, which 
were heavily influenced by the specific position and properties 
of each seaport zone [10]. Importantly, there were three levels 
of potential intervention from the viewpoint of environmental 
management by a seaport authority, with various potential 
effects and impacts at each level: (1) – those under the port 
authority’s responsibility (limited effect, high influence), (2) – 
other interventions in the port zone (reasonable effect and 
influence), as well as (3) – interventions at the transportation 
and logistics chain levels [10]. Therefore, a model of energy 
management is suggested, with the aim of optimising energy 
consumption, thereby reducing GHG emissions, as depicted 
in Fig. 6.  

Fig. 6. Energy management planning to get low costs and low CO2 
emissions [10]

Noticeably, the impact level that a seaport authority 
had in taking actions for enhancing a port’s energy and 
environmental performance differed across the three 
levels and was determined by the administrative structure, 
functions, and goals, along with the seaport authority’s 
general competence [146]. Seaport officials, at least those 
of the landlord kind, took responsibility for the possible 
incorporation of environment-related factors in the terminal 
granting process to private operators, in addition to their 
involvement in seaport environmental management [147]
[148]. Furthermore, seaport authorities might include more 
stringent construction guidelines for the modal split targets, 
infrastructure and superstructure of ports, and specific 
methods, such as using a minimal proportion of green energy 
or installing cold ironing or LNG facilities in the concession 
agreement [10].

In fact, seaports could go beyond technological and 
operational emission reduction steps by implementing various 

green policies and initiatives [149][150]. A good example is 
the green purchasing policy, which requires ports to acquire 
and buy goods from ecologically favourable sectors [151], 
[152]. Seaports, such as the ports of Zeebrugge and Houston, 
purchase green dredging and towage, as well as green power 
generated from renewable energy [153]. Furthermore, the 
green travel program also promotes and incentivises port 
workers and residents to utilise public transportation, 
carpooling, biking, vanpooling, and even constructed 
bicycle parking and storage [151], [154]. Moreover, ports 
implement policies aiming to reduce freight and port vehicle 
idling periods via eco-driving and vessel idling times by 
designating quicker berths for green boats, such as the green 

berth allocation at the Panama Canal. More appealingly, ports 
recently emerged as key participants in carbon capture and 
storage [72]. Apart from that, ports create verdant buffer zones 
that enhance the look of a city; for instance, ports of Long 
Beach planted trees to optimise carbon sequestration [151], 
[154]. Thus, the carbon captured through carbon capture and 
utilisation could be used to supply other products [155]. Table 
1 summarises the suggested policy for energy management 
at seaports around the world.
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suggestions for green ports 
toward green logistics

It is easy to see the enormous opportunities for renewable 
energy applications in ports, which contribute to meeting 
a portion, or even all, of the port’s electricity consumption, 
thereby reducing carbon emissions. In a study by Mishra 
et al. [70], carbon emissions were calculated for different 
port activities, showing that port operations produced 
approximately 280,558 tons of CO2 per year. So as to 
alleviate CO2 emissions, several methods were suggested for 
integrating renewable sources of energy [158], [159]. However, 
the important issue is the desire of the port managers/owners 
to use renewable energy to meet their energy requirements 
[160]. Indeed, seaports are known as logistic nodes aiming 
to accommodate ships/vessels [161]. Ports, as extensively 
global nodes, could generate adverse effects on the climate 
via their logistical and industrial functions. Hence, ports play 
an important role in green supply chain management [162]. 
Indeed, the structure of green supply chain management 
associated with port functions can be illustrated as Fig. 7. 

Fig. 7. Role of ports in green supply chain management [162]

As reported, the renewable sources of energy that could 
be advanced in ports include: the wind technology installed 
in electric forklifts and cranes; off-shore, photovoltaic 
techniques integrated into buildings to meet the energy 
demand of electric vehicles, offices, and garage facilities; 
small-scale wind power used in buildings, to fulfil the energy 
demand of garage facilities, offices, and electric transport; 
biodiesel for an internal fleet; and ocean energy for electric 
forklifts and cranes [163]. When the use of renewable energy 
is not feasible, ports could buy power from the Renewable 
Energy Purchase Initiative to mitigate GHG emissions 
[151]. Furthermore, ports engage in and collaborate with 
other businesses through renewable energy cooperatives, to 
broaden the extent of renewable energy employment. For this 
reason, port authorities should increase the penetration rate 
of renewable energy to energy systems, in order to achieve 
the goals of green port logistics and green maritime in the 
near future. 

Indeed, Hentschel et al. [164] examined how to expand 
renewable energy cooperatives in the Port of Rotterdam. 
In addition, the EU’s ‘E-ports’ initiative researched the 

possible use of renewable energy in EU ports [165] and a The 
World Association for Waterborne Transport Infrastructure 
described renewable energy techniques and their potential 
[166]. When combining renewable energies, the overall energy 
usage and CO2 emissions were seen to greatly decrease. In 
a study by Fahdi et al. [167], diverse renewable energy was 
compared for various Asian ports, discovering energy savings 
ranging from 12-84% and CO2 reductions ranging between 
2.7-80.0%. Some studies addressed the significance of green 
energy sources in establishing a viable port [51]. In this 
context, “the proportion of energy from renewable sources” 
was utilised as a key performance indicator (KPI) for smart 
and sustainable ports [50], [168], [169]. Apart from that, the 
significance of RE was also emphasised in a German marine 
industry report [170]. In this regard, Hamburg Port erected 
over 20 wind turbines with a total capacity of 25.4 MW, with 
seven additional turbines scheduled to be installed in 2017 
[171]. Although offshore turbines were usually placed in 
offshore wind farms, they were too large to be incorporated 
into the port’s infrastructure, and so ports have entered into 
power purchase deals with wind farm operators [166]. More 
significantly, Li et al. [172] investigated the optimisation of 
offshore wind production and storage for container ports. 
In fact, current wind energy producers operate in the 
ports of San Francisco, New York/New Jersey, San Diego, 
Zeebrugge, Baltimore, Hamburg and Long Beach, while 
significant wind developments can also be found in the 
ports of Rotterdam (200 MW), Amsterdam (28.2 MW), and 
Antwerp (45 MW) [173]. 

Ocean energy exploits the energy generated by tides, 
ocean waves, salinity, and temperature variations [173], 
and yet it is limited because of navigational and biological 
challenges. The present state and potential prospects of ocean 
sources of energy were examined in [174]. Ocean energy 
could be exploited in two ways: tidal energy and wave 
energy. Tidal energy converters harness the kinetic energy 
of the tide’s nearshore in passes, islands, and straits. Some 
investigations looked into the utilisation of tidal turbines in 
various ports, such as the port of New Jersey in the United 
States of America [175] and some ports in Spain [160][176]. 
Wave energy utilisation was investigated for different ports, 
including Port Leixes in Portugal [177] and various Italian 
ports [178]. Furthermore, the evolution of the conversion 
of wave energy in port breakwaters was examined by [179]
[155]. Another study, by Alvarez et al. [180], offered a techno-
economic analysis of using tidal energy to satisfy the energy 
requirements of ports and local communities. According to 
the research, utilising tidal energy was a viable choice in terms 
of expense and sustainability. The research also investigated 
tidal turbine generator design while evaluating the economic 
viability of implementing the system. 

Solar energy is considered to be a potential renewable 
energy source and solar energy can be used to produce 
electricity or to heat water etc. [181][182]. In particular, PVs 
were employed in off-grid applications, including remote 
signals, navigation aids, and buoys. Solar panels were installed 
in open areas when the land was available, and on the roofs of 
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buildings, cruise ports, cold storage warehouses, and normal 
warehouses, as evident at ports such as Rijeka, Venice, and 
West Sacramento [10][155]. Additionally, PV electricity has 
been utilised in the ports of Genoa, Amsterdam, Felixstowe, 
Tokyo, San Diego, and Antwerp [72]. Significant pollution 
reduction could be realised if the OPS was powered by wind 
turbines and PVs [183]; thus, PVs have been suggested as 
a low-carbon green port strategy [184]. Meanwhile, panels 
are placed on the rooftops of port buildings, lowering the 
energy expenses associated with heating canteens, buildings, 
warehouses, and bathrooms [185][155].

Another sustainable source of energy, under consideration 
for ports, is geothermal energy [72]. Geothermal energy 
could be employed to produce electricity and, along with 
cold stores, the heat can also be utilised for heating and 
cooling workplaces, buildings, and warehouses. Furthermore, 
near-surface geothermal energy is used in EU ports [173] 
such as Antwerp and Hamburg [72]. Combined heat and 
power facilities, also known as co-generation, could offer 
a significant opportunity for ports [129][186]. It has been 
noted that combined heat and power could be operated in 
a heat-controlled mode, employing a waste heat recovery 
device, from the in-house utilisation of port buildings [171]. 
Notably, heat exchangers, degassing systems, and water 
purification technologies are used by the Port of Rotterdam 
to save energy and collect heat [73]. Material recycling for 
ports also contribute to additional energy savings [72]. In 
addition, ports could serve as carbon capture systems in the 
future, with facilities collecting excess CO2 from activities and 
depositing it, without discharging it into the atmosphere [72]. 

Moreover, Balbaa et al. [187] suggested statistical techniques 
for combining solar-based farms and biomass energy, with the 
aim of satisfying electricity requirements in port locations. 
The effect of such integration was found to have 50% power 
consumption optimisation with local renewable energy 
production [188]. In general, green ports should include a core 
principle relating to Energy-Environment-Economy (3E), as 
depicted in Fig. 8 [189]. 

In order to have a high rate of renewable energy in the 
energy systems of ports, Green Efforts initiatives, sponsored 
by the EU, recommend: (1) – external provision of regenerative 
energy and (2) – energy generation from sustainable resources 
for ports [75]. In the first case of, ports could serve as a great 
negotiator, grouping all minor customers around the port 
and negotiating with electricity providers, and then, the 
supply energy can be distributed to consumers [50]. Even 
though the use of renewable energy in ports shows a variety 
of supplied energy source possibilities to target the green port 
goals, it should take account into the efficiency of using which 
green energy that is considered the most potential at those 
ports. Table 2 illustrates various capabilities of renewable 
energies [155]. 
Tab. 2. Power capabilities of various renewable energy sources [190][155]

renewable energy sources power produced 
Wind turbine Max 6 MW
Solar PV – rooftop Max 2 MW
Solar PV – on-ground Max 50 MW
Tidal energy converters Max 750 kW
Wave energy converters Max 250 MW

Fig. 8. Energy-Environment-Economy principle for green ports [189]
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In addition to renewable energy applications in ports, 
sustainability and energy economy goals are encouraged when 
choosing port machinery; this will cause fewer pollutants to 
be discharged [4], [5]. In this regard, renewable fuels, such 
as LNG-based dual-fuel, biodiesel, hydrogen, and fuel cells, 
and others, are critical in shipping and ports [191]–[193]. 
Ports can have an impact on reducing pollutants and GHGs 
by employing renewable fuels in their machinery. As part of 
the EU-sponsored Green Crane initiative [50], a number of 
European ports assessed LNG fuel-powered terminal tractors, 
LNG dual-fuel RSs, dual-fuel RTGs, and LNG. With NOx 
emissions, the projected CO2 decrease for terminal tractors 
based on LNG was 16%. In contrast to fossil fuels, the use of 
LNG was expected to decrease CO2 emissions by 25% [122]. 
In addition, as part of the EU-funded SEA ports initiative 
[50], hybrid, as well as LNG dual-fuel RTGs, were tested as 
prototypes. The port at Valencia will eventually employ LNG-
fueled engines, along with other ‘green’ efforts [71]. Because 
of the growing demand for LNG as a fuel, it is observed that 
LNG bunkering infrastructure, LNG delivery network, and 
LNG storage sites all play important parts in ports [50][72]. In 
addition to LNG, biodiesel is one of the efficient alternatives 
that could be used in vehicles in ports. For example, the Port 
of Rotterdam, which obtained a biofuel yield of 4.8 million 
tons in 2016 and became the top import and export centre, 
presents clean fuels that are a blend of bio-derived fuels (30%) 
and diesel fuel. Interestingly, port wastes are used to produce 
biofuel from natural sources [194]. Furthermore, utilising H2 
fuel cells in terminal machinery is a brand-new method and 
has been studied in recent years. According to McDowall et 
al. [195], the Port of Hamburg examined H2 generated from 
green resources for fuel cells in forklifts, and the Port of 
Bremerhaven analysed upgrading engines to H2-powered 
combustion engines. Whereas, the Port of Los Angeles and 
the Port of Long Beach, have evaluated the commercial fuel 
cell in conjunction with H2 acting as a clean source of energy 
for a range of machinery [196].

conclusion

In this work, operational approaches, energy management 
methods, and technologies for seaport green energy efficacy 
were all examined. Furthermore, all techniques, measures, 
and technologies were also analysed and contrasted in this 
paper. The findings highlighted that, in addition to electrifying 
the equipment, the employment of renewable energy and 
biofuels could be investigated in future green ports. Besides 
this, seaports could improve energy distribution, create better 
power strategies, and employ a variety of other techniques 
for reefer containers. In addition, the ports could save energy 
and reduce emissions by implementing energy management, 
operational enhancements, and state-of-the-art technologies. 
Nonetheless, port authorities should make significant efforts 
in this regard, establishing suitable policy frameworks, 
implementing novel operational practices, and investing 
in modern techniques, in order to realise additional energy 

savings and promote their present energy performance. 
Moreover, studies in the literature clarify the employment 
of green energy, although there are no studies on its economic 
impact, best practices, feasibility, or applicability. Hence, 
further investigations should assess existing renewable 
energy initiatives in ports around the world; this would 
significantly contribute to the literature. In this respect, port 
areas with renewable energy possibilities could be highlighted. 
In  addition, hydrogen fuel cells are employed in many 
vehicles in the transportation sector, including yard trucks 
and other port machinery. Ports might benefit from future 
advancements in this technology. Therefore, further studies 
should examine the technical, operational, environmental, 
and economic factors of hydrogen fuel cells in this context. 
Last but not least, greater commitments to energy saving are 
required and an appropriate voluntary certification system 
might be able to effectively advance the process of shifting 
to green energy, green logistics and maritime.
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ABSTRACT

The rigidity in bending of a flexible link (is an important characteristic that should be considered during regular service 
conditions. The tension and bending with torsion of wire ropes are also significant factors. This study proposed a method to 
calculate the vectors of the generalised forces of bending of flexible links. One of the causes of torsional stresses in the power 
plant of underwater tethered systems is the interaction with ship equipment, such as spiral winding on the winch drum, friction 
on the flanges of the pulleys or winch drums, and bends on various blocks and rolls that cause torsion. The source of torsional 
stresses in the FL may also be related to manufacturing, storage, transportation, and its placement on the ship’s winch drums. 
Torsion can lead to a decrease in the tensile strength due to load redistribution between power elements, or even a violation 
of their structure. In some cases, torsion significantly affects the movement of the underwater tethered system as a whole. The 
development of a mathematical model to describe the marine tethered systems dynamics, taking into account the effect of 
torsion, is important and relevant. The mathematical model of the marine tethered systems dynamics was improved and solved 
by accounting for the generalised forces of the torsion rigidity of the flexible link, using an algorithm and computer program. 
The influence of the bending and torsional rigidity of the FL on its deflection and tensile strength were considered based on 
the example of two problems. The developed program’s working window image shows the simulated parameters and the initial 
position of the flexible link. The results show that torsion has almost no effect on the shape of the a flexible link’s deflection in 
the X0Z plane, but leads to a deviation from the X0Z plane when calculating the static deflection of the flexible link. When 
the carrier vessel is stationary and the submersible vehicle has no restrictions on movement and has positive buoyancy, torsion 
leads to a three-dimensional change in the shape of the flexible link both in the X0Z plane and in the X0Y plane. The tension 
force of the flexible link along its length is distributed unevenly, and the torsion of the flexible link can lead to significant changes 
in its shape, the trajectory of towed objects, and the forces acting on the elements of the marine tethered systems

Keywords: underwater tethered system, flexible links,  rigidity, submersible vehicle 

INTRODUCTION

When calculating or choosing the design of the flexible links 
(FL) of marine tethered systems (MTS), account must be taken 
of the conditions in which they will be operated. The FLs of 

MTS are used in a wide range of operating modes (different 
depths, currents, a large number of links in the MTS, their 
mutual influence, etc.). Complex and difficult (extreme) modes 
of operation of FLs require special study and determination of 
the forces acting on them, taking into account the nonlinearity 
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of the governing equations, the possibility of losing the stability 
of equilibrium and the study of the system behaviour in 
supercritical states.

During the operation of the FLs of an underwater tethered 
system (UTS), there is the possibility of damage to the tow-
cable (TC) as a result of repeated bends in the rollers, blocks, 
winch drums and elements of the lowering and lifting devices 
[1, p. 5]. In the process of long-term operation, for example, 
trawler winches, which are designed for uniform laying of FL on 
their drums, cease to fulfill their purpose after a certain period 
of operation due to wear of their friction pairs. 

Mathematical models (MM) of the FL dynamics of MTS have 
been developed and improved, complemented by taking into 
account the generalised forces of the torsion rigidity of the FL 
and with the help of an algorithm and computer program which 
were solved by carrying out mathematical modelling of the 
MTS dynamics, including the influence of the torsion of the FL.

The study of the torsional rigidity (TR) of FLs in operating 
conditions thus becomes important. Although in some industries 
these issues have been previously addressed in the operation 
of FLs, for example, in towing and in UTS, these issues remain 
virtually unexplored due to the high cost of field experiments, 
lack of specialists, and the control and measurement complexity. 
In addition, the existing mathematical models (MM) describing 
the dynamics do not take into account the TR or allow it to be 
used in engineering calculations [2, p. 58].

To date, these studies have not received the necessary 
development due to the lack of reliable MM, which could, 
however, be quite simply and effectively implemented in the 
form of algorithms and programs for numerical solutions to 
these problems. 

The aim of the study is to improve the previously developed 
MM of the FL dynamics in a MTS, taking into account the 
effect of the torsional rigidity and torsional forces of the FL on 
its deflection and tensile strength.

As concerns the research methods used in this study, analysis, 
synthesis, generalisation, analogy as an epistemological basis of 
modelling, modelling (study of the original object) by creating 
and studying a copy (the model) that has common properties with 
the original, are all used as general scientific research methods.

The object of study is the FL of a MTS (based on the example 
of a UTS). The subject of this research adds to and improves the 
previously developed method for the MM of the dynamics of 
the FL of a MTS by determining the vectors of the generalised 
torsional forces of the FL.

ANALYSIS OF RECENT RESEARCH  
AND PUBLICATIONS

The elements of a rope (wire) experience tension, bending 
and contact loads together with torsion [3]. Torsion causes 
additional stresses that add to the main stress. These stresses 
have been studied by Glushko [4], Roslik [5, 6], Chukmasov 
[7], and Jacobson [8].

Glushko [4], considering the helical winding of the rope on 
the drum, obtained the torsional stress of the helical winding 
line. By analogy, Roslik [6] obtained the torsional tension of the 

helix, based on the assumption that it is equal to the torsion of 
the rope in the pulley system. In the bending of rope on blocks 
and drums, supplementary tensions appear, which cause axis 
and twist deformations. Roslik obtained an expression for the 
definition of the stress of torsion of the rope.

As Egorov [9] believed, in choosing the strength of the wire for 
the rope, one cannot be guided only by the calculated tension of 
the rope. The ropes used in the cable part of towed systems (TS) 
operate in conditions of vibration, which appear as a result of the 
action of the hydrodynamic forces that occur when towing ropes 
in water. It is noted that one of the causes of tensile stresses in the 
power plant of the UTS is the interaction with ship equipment, 
in which the spiral winding on the winch drum, friction on the 
flanges of the pulleys or winch drums, or bends in the blocks 
and rolls cause torsion. As the source of torsional stresses in 
the FL, there may be technological reasons related to both the 
manufacture and storage, transportation and placement on the 
ship’s winch.

Poddubniy, Shamarin and other authors [10] considered the 
problem of equilibrium in the flow of a heavy FL, the bearing 
part of which consists of twisted flexible tensile elements and 
which resists torsional deformations. As an example, the towing 
of a deep-water vehicle, which consists of a submersible vehicle 
(SV) and a TC with two-and-half power armour, is considered. 
It is noted that the torsion of the TC leads to a redistribution 
of the total tension between the outer and inner layers of the 
armour so that the wires of the inner layer are more loaded than 
the outer layers. Most unfavourable is the case of free rotation 
of the running end of the FL, resulting in an estimated loss of 
tensile strength that reaches 15%. Torsion can cause a decrease 
in the tensile strength of the FL due to redistribution of load 
between the power elements, or may even lead to a violation 
of their structure. In some cases of torsion, the FL significantly 
affects the nature of the UTS movement as a whole.

In article [11], the matrix method of analysis of the system 
was widened to take into account the dynamics reaction of the 
towed system, using the method of equivalent linearisation and 
perturbation disturbance keys, of the angles of the towed body. 
Two examples were considered: the first uses the fundamental 
limitations of the passive compensation of the tow-rod and 
the second  touches on the use of floating communications for 
dynamics relief. The FL modeling uses a differential approximation 
with a local disturbance in the form of the FL. This dynamics 
model is measured without taking account of the bending rigidity 
of the FL, and without interval elements of the FL.

Work [12] explores a method of motion control for a towed 
submersible vehicle (TSV) with movable wings. The TSV is 
affected by the non-linearity and uncertainty of the position 
of the flexible towing cable, hydrodynamic forces, parametric 
fluctuations, and external disturbances. The cable is approximated 
by the method of concentrated masses, where the number of 
cable segments determines the order of the system. Direct 
consideration of the non-linear dynamics is one of the main 
features of the cited work. However, the effect of hydrodynamic 
compression on the cable during its spatial movement is not 
considered. A way out of this situation could be an approach 
that implies creating a comprehensive model for the description 
of the UTS dynamics.
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Article [13] considers a model of flexible segments adopted 
for dynamics calculations. In this model, the cable is divided into 
a certain number of flexible segments and is described by the non-
linear equations at moments of the uniform segment movement. 
In a given example, the dynamics modelling was also performed 
in a two-coordinate system, which is currently insufficient to 
describe the dynamics of the spatial motion of the UTS.

Study [14] considers the application of a method of dynamic 
optimisation of the trajectory of a free-floating cable in the water 
depth. The model was considered in a three-dimensional system 
of coordinates, splitting the FL into the interrelated elements. The 
cable is modelled as a chain of rods connected to each other by 
hinges with two degrees of freedom, which could describe the 
bend of the cable in two planes (three coordinates). The cable 
is considered to be very flexible, but not able to be lengthened. 
The proposed model provides an opportunity to obtain the 
motion trajectory of a vessel and a cable, but does not take into 
consideration the change in the hydrodynamic characteristics 
of the cable, meaning that it is insufficient to fully study the 
dynamics of the FL.

In [15], Drag investigated the method of dynamics optimisation 
of a drill column which was attached by means of anchoring it at 
one end on the bottom, by analogy with the method proposed 
in [16]. This model takes into account the loading from bending 
and torsion of the drill column. However, the approach in this 
model does not take account of the cable lines.

Paper [17] considers the application of a dynamic optimisation 
method for a drill column fixed at one end on the seabed. The 
model presented takes into consideration the loads from the 
stretching and rotation of the drill column. However, the specified 
model is unsuitable for use in cable line calculations. 

In [18], a lumped-mass method is used to establish the 
numerical model for evaluating the performance of a mooring 
line with embedded chains. To validate the numerical model, 
comparisons of the numerical results with the analytical 
formulas and the experimental data are conducted. Good 
agreement of the profile and the tension response is obtained. 
Then, the effect of the embedded chains on the static and 
dynamic response of the mooring line is evaluated, and the 
dynamic behaviour of the mooring system considering the 
embedded chains for a net cage system is investigated. The 
results indicate that the soil resistance on the embedded chains 
should be included to predict the mooring line development and 
the load on the embedded anchors in the numerical simulations.

The author tried to find information on the study of the 
torsion and torsional stresses of FLs and the creation of MMs 
that describe them, but such literature, as can be seen from the 
review, is virtually non-existent. It is obvious that the topic of 
developing a MM for the description of the dynamics of the MTS, 
taking into account the effect of torsion, is important and relevant.

RESULTS OF THE STUDY

The author examined more than 80 articles from research on 
the existing MMs of MTS. In some articles there was a lack of 
research on the dynamic interaction between the FL and MTS, 

as a whole, with obstacles in the water. In many cases, relatively 
little movement of the FL was modelled with the assistance of 
partial differential equations. Not one of the examined works 
made use of generalised coordinates, and the proposed MMs 
did not model the movement of the FL with great displacements 
and torsions.

Some articles used the finite element method (FEM) of 
the FL, which include methods addressing the rigidity of the 
bars and of the localised mass. As distinct from the method of 
generalised coordinates, these methods make the major mistake of 
approximating the form of the FL, which essentially restricts their 
use in describing the dynamics of a FL with big displacements 
and especially the fracture of the FL, which inevitably arise in 
the process of interaction of the FL with obstacles.

In many works, the presence of the FL is not taken into 
account at all, and some authors assigned the form of the FL 
a priori. In some works, the authors used simpler and more 
approximate methods of describing the statics of the FL of the 
MTS. To simplify the MM, some authors of articles in which 
they were presented examined the dynamics of the FL without 
some essential assumptions by neglecting the tension of the FL, 
its bending rigidity and the rigidity of FL torsion.

In many works, the movement of the FL was examined by the 
authors in two dimensions. Only in two works did the authors 
examine major bending of the FL in three coordinates. For 
improvement of the MM, the Authors of [16] used the method of 
generalised coordinates, which allows modelling of the motion 
of the FL with big movements and torsions. As distinct from 
the examined works, the method of generalised coordinates 
used in the development of the proposed MM makes such 
modelling of the motion of the FL with big movements and 
torsions possible.

Analysis of the existing dynamics models of the FL of a MTS 
has shown that, in most models, the elements of the FL in the MTS 
consider the dynamics of the FL at rather small displacements and 
bends, which testifies to the urgency of developing the proposed 
mathematical model of the dynamics of the elements of the FL to 
allow the consideration of big displacements of the FL as a part 
of the MTS. Previously, the equations of the dynamics of the 
elements of the FL of the MTS were obtained [16], which makes 
it possible to describe the significant values   of its displacements. 
Creating the MM of the two related elements of the FL of the 
MTS allows an algorithm to be developed for calculating the FL 
dynamics at large displacements. More detailed descriptions of 
the MM of the FL are listed in [2, 16, 19]. 

Let us supplement the MM addressing the FL of the MTS 
through the method of determining the vectors of the generalised 
torsional forces of the FL. In Fig. 1 bent item FL indicates the 
angle of rotation of the final cross-section of the FL element 

The angle β is determined along the FL centreline (p   [0; l]). 
Using interpolation,

β (p) = β0 · (1 – p/l) + βl · p/l ,    (1)

where βk are the angles of rotation of the cross-sections of the 
FL at the end points of the element relative to the normal n of 
the Frenet reference of the centreline [20, 21].
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The vectors of the generalised bending and torsion forces 
(Q→χ

i–1, Q
→χ

i1, Q
→χ

i2, Q
→χ

i+1, Q
→τ

i–1, Q
→τ

i1, Q
→τ

i2, Q
→τ

i+1) can be calculated by 
formulas (151)  ‒  (158) in reference [10], but the process 
of determining them is associated with major problems in 
calculating the derivatives and integrals in analytical form, 
due to the great complexity of the formulas. This makes this 
process very time-consuming and does not always enable the 
integrals to be calculated in analytical form.

To solve this problem, a method for determining the vectors   
Q→χ

i–1, Q
→χ

i1, Q
→χ

i2, Q
→χ

i+1, Q
→τ

i–1, Q
→τ

i1
, Q→τ

i2, Q
→τ

i+1 has been developed 
using numerical methods for calculating the derivatives and 
integrals included in formulas (11) ‒ (12), by using the vector 
of generalised coordinates in the nodal points of the FL (14).

Taking account of the introduced matrix equation for the 
FL element with nodal points i-1 and i1, and also with nodal 
points i2 and i+1, the system of equations is rearranged. Taking 
into account that in the nodal point i = i1   i2, the following 
equality is carried out:

i =  i2
 = i1 ,      (14)

then the generalised variables at nodal point i are substituted 
into i and with the exception of bonds in the nodal point i from 
other equation. The system of equations obtained is defined and 
correlated with three of the neighbouring nodal points of the 
FL, but to account for the boundary conditions in this case it 
is necessary to correct the matrix using Lagrange factors. But 
defining these complicates the solution of the task and also 
demands transformation of the matrix of mass near the borders 
of the FL. In order to secure the impossibility of these problems, 
the vector of generalised coordinates is written down only to 
the i-nodal point of the FL:

i = {r→i
0T r→i

1T βi}
T ,      (15)

or, in coordinate form,
i = {xi yi zi xiʹ yiʹ ziʹ

 βi}
T .    (16)

Function χτ included in formula (13) is represented as the 
ratio of vector products by the formula

χτ = bTrʹʹʹ
bTb  = xʹʹʹ(y  ʹ· zʹʹ – yʹʹ  · z  ʹ) +

(y  ʹ· zʹʹ – z  ʹ· yʹʹ  )2 +
+ yʹʹʹ(z  ʹ· xʹʹ – zʹʹ  · x  ʹ) + zʹʹʹ(x  ʹ· yʹʹ – xʹʹ  · y  ʹ)
+ (z  ʹ· xʹʹ – x  ʹ· zʹʹ  )2 + (x  ʹ· yʹʹ – y  ʹ· xʹʹ  )2  .  (17)

Then, in formula (1), the relative angle of torsion of the 
dihedral section of the FL taking account of the angle of torsion 
of the dihedral section β is:

τ = χτ + ∂β/∂p ,     (18)
and may be expressed as

τ = bTrʹʹʹ
bTb  + ∂β/∂p .    (19)

For the derivative of function τ at the generalised coordinates 
(20), we write the vector of the generalised coordinates only 
down to the i-nodal point of the FL:

i = {r→i
0T r→i

1T βi}
T ,      (20)

Fig. 1. Rotation of the final cross-section of the FL element relative 
to the normal axis

Hermitian functions are used as the functions of the FL form:

s1(p) = s3(l – p) = 1 – 3ξ2 + 2ξ3 ,    (2)

s2(p) = s4(l – p) = l · (ξ – 2ξ2 + ξ3) ,   (3)

s3(p) = 3ξ2 – 2ξ3 ,      (4)

s4(p) = l · (ξ3 – ξ2) ,      (5)

ξ = p/l ,        (6)

allowing the shape of the FL element to be approximated by 
the magnitude and derivative of the radius vector of the FL:

x(p) = s1(p) · x0 + s2(p) · x0ʹ + s3(p) · xl + s4(p) · xlʹ , (7)

y(p) = s1(p) · y0 + s2(p) · y0ʹ + s3(p) · yl + s4(p) · ylʹ , (8)

z(p) = s1(p) · z0 + s2(p) · z0ʹ + s3(p) · zl + s4(p) · zlʹ , (9)

where x0, y0, z0, xl, yl, zl  are the coordinates of the final points of 
the FL element; and x0ʹ, y0ʹ, z0ʹ, xlʹ, ylʹ, zlʹ are the coordinates of the 
derivative of the final points of the axis lines of the FL element.

The vectors of the generalised bending and torsion forces 
(Q→χ

i–1, Q
→χ

i1, Q
→χ

i2, Q
→χ

i+1, Q
→τ

i–1, Q
→τ

i1, Q
→τ

i2, Q
→τ

i+1) are included in Eq. (10):

 M1· i–1+M2· i+M3· i+1+К1· i–1+К2· i+К3· i+1+
, (10)

 +Q→χ
i–1+Q→χ

i1
+Q→χ

i2
+Q→χ

i+1+Q→τ
i–1+Q→τ

i1
+Q→τ

i2
+Q→τ

i+1=Q→
i

determined by formula (11) for the bending reaction forces 
of the FL: 

Q→χ
i = EJ χ ∂χ

∂ i
 dp = EJ · l

2   ∂χ2
∂ i

 dξ   (11)

and by formula (12) for the torsional reaction forces of the FL: 

Q→τ
i = ∂Uτ

∂ i
 = G · JP τ ∂τ

∂ i
 dp = G · JP · l

2   ∂τ2
∂ i

 dξ . (12)

The curvature χ of the centreline with respect to the major 
axes of inertia of the cross-sectional area with bending stiffness 
EJ is expressed as follows:

χ = | r→ʹ×r→ʹʹ  |
| r→ʹ |3  .      (13)
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or, in coordinate form,
i = {xi yi zi xiʹ yiʹ ziʹ

 βi}
T ,    (21)

and they take the form

∂τ
∂eT

i
 = – bTrʹʹʹ

(bTb)2  {2[∂b
∂eT

i
]T

b} + 

 + 1
bTb {[∂b

∂eT
i
]T

rʹʹʹ + [∂rʹʹʹ
∂eT

i
]T

b} .   (22)

∂τ
∂β0 = – ∂τ

∂βl
 = – 1l  .    (23)

Taking account of the approximation of the coordinates of 
the FL and of their derivatives, we define the derivatives and 
functions within Eq. (22). The integrals (12) were calculated 
by the Simpson method.

The derivatives and functions that are included in Eq. (11) 
were calculated similarly. The square of the curvature χ of the 
axial line with respect to the main axes of inertia of the cross-
sectional area with bending stiffness EJ, taking into account 
the notation of the numerator and denominator of the fraction, 
has the form

χ2 = a
b  = 

 = (y  ʹ· zʹʹ –z  ʹ· yʹʹ )2+(z  ʹ· xʹʹ – x  ʹ· zʹʹ )2+(x  ʹ· yʹʹ –y  ʹ· xʹʹ )2
(x  ʹ2 + y  ʹ2 + z  ʹ2 )3  (24)

The derivative of the function (24) is determined by the 
formula: ∂χ2

∂ i
 = 

∂a ∂bb–a
b2

∂ i ∂ i  .     (25)

The calculation of the derivatives of formulas (22), (23) and 
(25) produced a small error in the calculation of the reactions 
of the FL to bending and torsion, and also the stability of the 
process of mathematical modeling of the dynamics of the FL 
and the MTS as a whole.

PRACTICAL VERIFICATION  
OF SIMULATION RESULTS:  

THE INFLUENCE OF THE TORSIONAL 
RIGIDITY OF THE FL ON ITS DEFLECTION 

AND TENSILE STRENGTH

The influence of the torsional rigidity of the FL on the 
dynamics of the MTS are considered through the example of 
two tasks. In both tasks, the initial length of the FL was taken 
as 100 m. The FL is in the water. The root end of the FL is still. 
The density of the material of the FL is 7800 kg/m3 and its 
Young’s modulus is 2 · 1011 Pa. The diameter of the FL is 40 mm 
and it is divided into 10 elements. The normal coefficient of 
hydrodynamic resistance of the FL is equal to 1.35, and the 
tangential is 0.04. 

Consider these tasks:
1.  calculation of the static deflection of the FL;
2.  calculation of the tensile strength: the carrier vessel (CV) 

is stationary, and the submersible vehicle (SV) has no 
restrictions on movement and has positive buoyancy.

TASK 1. Calculation of the static deflection of the FL is 
performed by the method of establishing motion using the 
developed mathematical model. The root and running ends 
of the FL at the initial moment of time were motionless, and 
were on the surface of the sea at a distance of 100 m. The 
tensile strength of the FL at the initial time is zero. Under 
the action of gravity, the FL sagged to a steady state. In the 
absence of torsion of the FL, its deformation occurred only 
in the X0Z plane. 

In the second version of this problem, it was assumed that 
the root end of the FL was twisted by 10 turns. Torsion of the 
FL has almost no effect on the shape of the deflection of the FL 
in the X0Z plane (Fig. 2), but leads to deviation of the FL from 
the X0Z plane (Fig. 3). 

Fig. 2. The final shape of the deflection of FL in the X0Z plane

Fig. 3. The final shape of the deflection of FL in the X0Y plane

As a result of the torsion of the FL, even with fixed ends, the 
FL acquires a three-dimensional shape.

TASK 2. The CV is immobile, and the SV has no restrictions 
on movement, has positive buoyancy and is connected to the 
CV at the FL length of 100 m. At the initial moment of time, 
the FL has no tension and is located along the sea surface. 
In the course of modelling, the FL sags under the action of 
gravity and causes the underwater towed vehicle (UTV) to 
move along the sea surface to the CV. In the absence of FL 
torsion, the process of FL and SV movement occurs in the 
X0Z plane (Fig. 4). 
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Fig. 4. Form of FL at different points in time (curves are indicated by the 
corresponding points in time in seconds from the beginning of the process)
The tension force of the FL is distributed unevenly along 

its length (Fig. 5).

Fig. 5. Tensile strength of FL by its length at different points in time 
(curves are denoted by the corresponding points in time in seconds from 

the beginning of the process)

The second version of this task considered the process of 
release of the FL from the drum of the winch located on the CV, 
where its root end receives torsion on 10 turns and maintains it 
in the course of modelling. The angle of rotation of the running 
end of the FL on the UTV is zero. 

Torsion of the FL leads to a three-dimensional change in its 
shape both in the X0Z plane and in the X0Y plane (Fig. 6 and 
Fig. 7), respectively. 

Fig. 6. Form of FL at different times

Fig. 7. Form of FL at different times
The tension force of the FL is distributed unevenly along 

its length (Fig. 8).

Fig. 8. Tensile strength of FL along its length at different points in time 
(curves are indicated by the corresponding points in time in seconds 

from the beginning of the process)

The maximum deviation of the FL and the SV from the 
X0Z plane is 7.7 m 30 seconds after the start of simulation. In 
the following moments of time, projection of the FL on the 
X0Y plane significantly changes its shape in the process of 
approaching the UTV to the CV, crossing the X0Z plane many 
times, as well as circulating around the CV (Z axis).

In the Z0X plane, the form of the FL after its rotation is also 
markedly different from its shape in the absence of torsion 
(Fig. 9). 

Fig. 9. Form of FL at different points in time (curves are denoted by the 
corresponding points in time in seconds from the beginning of the process, 

the dashed lines correspond to the torsion FL)
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To a lesser extent, torsion of the FL affects the distribution 
of tensile force along its length (Fig. 10).

Fig. 10. Tensile strength of FL by its length at different points in time 
(curves are denoted by the corresponding moments of time in seconds from 

the beginning of the process, dashed lines correspond to torsion of FL)

Based on these data, we can conclude that, for correct 
modelling of the dynamics of the FL, taking into account 
its torsion, it is necessary to carry out a three-dimensional 
statement of the problem. In this case, assumptions that simplify 
the idea of   the movement of the FL only in the X0Z plane can 
lead to qualitatively and quantitatively incorrect conclusions.

DISCUSSION OF RESULTS 

The created MM of the element dynamics of the FL makes it 
possible to take into account large movements of the FL as part 
of the MTS and take into account also the following:

1.  The movement of the CV, which is determined by the 
following factors: sea surface turbulence; kinematic 
characteristics of CV motion, and sea current velocity [16];

2.  Design features of the FL affecting the functional 
characteristics of the MTS and which are determined by 
the following factors: the length and change in the length 
of the FL in the process of moving the CV; the elasticity 
and strength of the FL; positive or negative buoyancy of 
the FL, as well as cargo, floats and buoys associated with 
it; the hydrodynamic resistance forces of the FL in the 
process of its movement in water; and forces acting on 
the root and running ends of the FL [16];

3.  The movement of the UTV, which is determined by the 
following factors: the mass and buoyancy of the UTV; 
the relative location of the UTV in relation to the VC and 
the kinematic characteristics of its motion; the forces of 
hydrodynamic resistance of the SV in the course of its 
movement in water;

4.  The impact of obstacles on the movement of the UTV 
and FL, which is determined by the following factors: the 
location of obstacles in the water; the size of the obstacles; 
kinematic characteristics of the movement of obstacles 
[22‒24].

The mathematical modelling of two related elements of the 
FL of the MTS made it possible to develop an algorithm for 

calculating the dynamics of the FL during large movements 
and to solve some problems which were not considered in the 
existing MM [25]:

1.  To determine the change of form of the FL and forces of its 
tension in the process of manoeuvring of the CV and UTV, 
taking into account sea waves, underwater currents, wind 
loads on the CV, the sea depth and its changes in a given 
water area, and the mass and elastic properties of the FL;

2.  To determine the relative position of the CV and SV in 
the process of their manoeuvring;

3.  To determine the modes of manoeuvring of the MTS, 
which leads to the formation of loops (“pegs”) on the 
FL (usually formed on the stretched FL when there is 
a “slack” and the presence of torque, which depends on 
the tension of the FL);

4.  To determine the regimes of manoeuvring of that MTS 
that reduce the vibration of bad flow of FL at the inflow;

5.  To determine the tensile, bending [26] and torsional forces 
in the FL;

6.  To determine the system of equations describing the 
dynamics of the element under load and rotation; 

7.  To develop an algorithm for modelling the dynamics of 
the FL, which makes it possible to perform calculations 
of the dynamics of the FL of the MTS.

By means of practical tests of the modelling results on the 
influence of the torsion rigidity of the FL on its flexure and 
tension force, the conclusion may be reached that, for correct 
modelling of the dynamics of the FL accounting for its torsion, 
a complete three-dimensional formulation of the problem is 
necessary. In this case, assumptions taken in earlier work that 
simplify the movement of the FL as occurring only in the 
X0Z plane mean that qualitatively and quantitatively accurate 
conclusions cannot be obtained.

With the developed MM of the dynamics of the FL and the 
algorithm established, the computer program description of the 
dynamics of the FL of the MTS will allow the designer of the 
MTS, which includes the FL, to more efficiently and quickly 
design almost all classes of MTS [27]. The originality of the 
MM of the FL dynamics is that the modelled dynamics of the 
MTS with the FL includes not only equations for the FL, but 
also the equation of the dynamics of the CV and towed SV, the 
motion of which determines the boundary conditions in the 
nodes of the FL, with numbers i = 0 and i = N.

CONCLUSIONS

Based on the study, the following main conclusions can be 
drawn:

1.  Torsion of the FL can lead to a significant change in the 
shape of the FL and the trajectory of towed objects, as well 
as changes in the forces acting on the elements of the MTS.

2.  The advanced MM, as well as the algorithm and computer 
program make it possible to perform mathematical 
modelling of the dynamics of the MTS, taking into account 
the torsion of the FL.
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3.  For correct modelling of the FL dynamics, taking into 
account its rotation, it is necessary to establish a three-
dimensional statement of the problem. In this case, 
simplifying the assumptions about the FL moving only in 
the X0Z plane can lead to qualitatively and quantitatively 
incorrect conclusions.

Thus the generalised forces of torsion of the FL in Eq. (10) 
are used, which, together with Eq. (12), allow the possibility 
of taking into account the influence of the torsional rigidity of 
the FL in its dynamics.

Examples of modelling of the FL dynamics which were 
examined show the possibility of registering the rigidity of 
torsion of the FL in an improved MM, and also its essential 
influence on the functional characteristics of the MTS.

The scientific novelty of this MM of the dynamics of the 
FL of the MTS is that it is complex, allowing us to study the 
FL taking into account its stretching, bending and torsion and 
operating conditions as a part of practically all classes of MTS.

Thus the aim of research is achieved: a method that allows 
us to complete the previously developed MM of the dynamics 
of the FL of the MTS and account for the rigidity of the FL is 
proposed.
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AbstrAct

This paper deals with the wave-induced cyclic response of a porous seabed (by means of oscillating parameters: pore-fluid 
pressure, soil displacement components, effective normal stress and shear stress components) due to a surface sinusoidal 
water-wave propagating over a seabed of infinite thickness. The main existing analytical solutions to the governing 
problem are critically discussed, pointing out their meaningful errors and doubtful items. A phase-lag phenomena is 
particularly studied as an immanent part of any complex-valued analytical solutions having a cyclic nature.

Keywords: porous seabed, infinite seabed thickness, cyclic response, soil saturation, sinusoidal progressive wave, phase-lag phenomenon, 
analytical solutions

INTRODUCTION

The wave-induced response of a porous seabed loaded 
by a progressive sinusoidal surface water-wave is still an 
interesting subject in many coastal engineering problems. 
In order to solve them, it is necessary to treat the problem 
either numerically, especially when a certain engineering 
structure is involved, or analytically by using one of the 
existing theories and their solutions to the wave-induced 
cyclic seabed response, particularly when a pure case of 
the seabed without presence of any structure founded on 
or embedded in seabed sediments is concerned. These 
analytical solutions can be further used in many scientific and 
engineering analyses of the wave-induced seabed instability 
due to wave-induced momentary liquefaction or/and wave-
induced residual liquefaction of the upper part of seabed as 
a result of continuous build-up of the wave-induced pore-fluid 
pressure within seabed sediments. But above all, anyone needs 
to be reminded of the fact that analytical solutions serve very 
often as an important reference for validation of appropriate 
numerical solutions.

Assuming only the pore-f luid to be compressible, 
Moshagen and Tørum [12] presented an analytical solution 

for the pore-fluid pressure obtained for both infinite and finite 
thicknesses of the seabed. Following research works pertained 
to a more advanced case where both phases of the seabed (i.e. 
pore-fluid and soil skeleton) are considered to be compressible 
and, thereby, the relative compressibility of the two-phase 
seabed medium started to become of great importance from 
the practical point of view. This type of analytical solutions 
is based on Biot’s consolidation theory, Hooke’s law (the soil 
has linear, reversible, isotropic and non-retarded mechanical 
properties) and Darcy’s law for the pore-fluid flow through 
a porous medium. The obtained solutions are given in terms 
of six (in case of the two-dimensional space) complex-valued 
wave-induced and cyclically varying parameters (pore-fluid 
pressure, two soil displacement components, two soil effective 
normal stress components and one shear stress component), 
or at least some of them, assuming simultaneously plain strain 
and partly saturated soil conditions.

Basically, an infinite thickness of the seabed was studied 
by Yamamoto et al. [19], Madsen [6] and Okusa [13]. 
Yamamoto et al. [19] assumed a hydraulically isotropic 
seabed and presented the final solution only with respect to 
the wave-induced pore-fluid pressure and soil displacement 
components. However, Yamamoto et al. [19] presented 

https://orcid.org/0000-0003-2157-7194
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additionally two simplified approximate solutions for: (a) 
soils completely saturated with seawater and for most soils 
except for dense sand, and (b) partially saturated dense sand 
and sandstones. Only case (a) was associated with a set of 
final equations obtained for all six wave-induced parameters. 
Madsen [6], treating the seabed as a hydraulically anisotropic 
medium, derived the governing partial differential equation 
of the 6th order and obtained the final solution in terms of 
all the above mentioned wave-induced parameters. Madsen 
[6] considered a special simplified case of a fully saturated, 
isotropic, dense soil and presented appropriate equations 
only for the pore-fluid pressure and soil stress components. 
Okusa [13], similarly to Yamamoto et al. [19], assumed the 
seabed to act as a hydraulically isotropic medium. After 
solving the governing partial differential equation of the 4th 
order, Okusa [13] obtained equations for the wave-induced 
pore-fluid pressure, effective normal stress and shear stress 
components within the soil skeleton. The general solution (i.e. 
before applying boundary conditions) was presented in two 
forms: exact and simplified (the approximation was obtained 
after identification of negligibly small terms). However, the 
particular solution (i.e. after applying boundary conditions), 
presented by Okusa [13], was based only on his simplified 
general solution. Similarly to his forerunners, Okusa [13] 
considered a special case of fully saturated soil conditions 
and presented adequate final equations. Yamamoto et al. [19] 
and Okusa [13] were kind to discuss the question of phase-
lag phenomenon, presenting vertical distributions of this 
parameter with respect to pore-fluid pressure oscillations. 
Yamamoto et al. [19] made a comparison with some 
experimental data and values calculated after Moshagen and 
Tørum [12], whereas Okusa [13] illustrated graphically two 
different computational cases and presented, as a bonus, an 
equation for the phase-lag of pore-fluid pressure oscillations 
derived from his simplified approximate solution.

In the next step, the “infinite thickness” two-phase 
compressible seabed model was adopted and extended into 
a more general “finite thickness” model together with its 
analytical solutions derived by many researchers, among 
others: Richwien and Magda [15], Magda [7], Hsu and Jeng 
[2], Jeng and Hsu [5] and Jeng [3, 4]. Very often, based on 
their “finite thickness” analytical solutions, the authors 
formulated also, as a special simpler case, equations reflecting 
the conditions of infinite thickness of a porous and elastically 
deformable seabed. Besides that, it is also worth noting that 
Mei and Foda [9] elaborated a very sophisticated “boundary 
layer theory”. Its easily applicable analytical solution was 
found to be a useful tool in many seabed response analyses, 
where, among others, the problem of extrication of large 
objects from the seabed is particularly studied [1]. This very 
interesting engineering challenge is still of great importance, 
as documented in recent works by Michalski [10, 11].

A solid mechanics sign convention for strains and 
stresses was usually applied in the above mentioned 
analytical solutions. Only Okusa [13] hold entirely with 
a  soil mechanics sign convention, whereas Madsen [6] 
presented a kind of “hybrid method”. The consistency of 

mathematical formulations and analytical solutions to the 
governing problem, based on different sign conventions for 
strains and stresses, was thoroughly studied by Magda [8].

Using the above mentioned first group of “infinite 
thickness” analytical solutions in practice, some important 
drawbacks have been found by the Author of the present 
paper. Therefore, after a brief description of mathematical 
models of the wave-induced cyclic seabed response, a critical 
assessment of some selected “infinite thickness” analytical 
solutions will be presented in the following, pointing out 
their weaknesses and mistakes.

All of the errors in the analytical methods under 
consideration have been detected personally by the Author 
of the present paper. The entire mathematical procedures, 
associated with the analytical solutions presented originally 
by Moshagen and Tørum [12], Yamamoto et al. [19] and 
Okusa [13], have been repeated from soup to nuts by the 
Author. The results of all derivative procedures performed by 
the Author have been compared with the published matter 
and the differences have been indicated and depicted in 
details. Additional computations have been executed using 
the questionable solutions and the corrected equations. 
Moreover, the computational results obtained from the 
corrected equations have been collated with appropriate 
results computed according to the originally perfect analytical 
solution published by Madsen [6]. All the computations have 
been performed by the Author of the present paper using his 
own computer programs written in Fortran.

A CRITICAL REVIEW OF THE EXISTING 
ANALYTICAL SOLUTIONS

Basic definition sketch of the two-dimensional governing 
problem is illustrated in Fig. 1. A porous (permeable) and 
elastically deformable seabed is loaded by a progressive 
sinusoidal surface water-wave travelling above it. This 
causes wave-induced cyclic variations of six seabed response 
parameters, i.e.: pore-fluid pressure, two soil displacement 
components, two effective normal stress components and 
one shear stress component.

Fig. 1. Definition sketch for analysis of the wave-induced cyclic response 
of a poro-elastic sandy seabed of infinite thickness
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A porous seabed is considered as a two-phase medium, 
consisting of the soil skeleton and the pore-fluid. Taking into 
account solutions most interesting from the practical point 
of view, at least one of the two component phases must be 
assumed to be compressible. Therefore, the so-called potential 
model, developed by Putnam [14], where both phases are 
treated as incompressible media and the problem is governed 
by the Laplace equation, is out of scope of the present paper. 
And thus, the following two models of the wave-induced 
seabed response are applicable, namely:
•	 diffusion model (governed by the continuity equation in 

the form of Fick’s second law diffusion partial differential 
equation; only the pore-fluid is assumed to be compressible 
and the soil skeleton does not obey elastic deformations),

•	 storage model (governed by the coupled equations of static 
force and moment equilibrium together with the continuity 
equation in the form of storage partial differential equation 
proposed by Verruijt [18]; both the pore-fluid and the soil 
skeleton are treated as compressible media).
Different analytical solutions to the governing problem, 

according to the above mentioned mathematical models of 
the wave-induced seabed response, were treated analytically 
and numerically by many researchers. However, this paper 
deals only with some milestone analytical solutions listed 
in Tab. 1. The present selection of the analytical solutions 
published in the scientific literature was a consequence of 
their high citation level. And thus, according to the “Google 
Scholar” web search engine data from the 14th of March, 
2023, the papers by: Moshagen and Tørum [12], Yamamoto 
et al. [19], Madsen [6], Okusa [13], Hsu and Jeng [2], Jeng 
and Hsu [5], Jeng [3, 4] are associated with the following 
number of citations: 133, 877, 714, 393, 390, 162, 208 and 
66, respectively. Additionally, it has to be emphasized that 
the analytical solutions by Yamamoto et al. [19], Madsen [6] 
and Okusa [13] are used frequently by other researchers, e.g. 
Sumer [16], Sumer and Fredsøe [17], Jeng [3, 4], in their works 
and many comparative analyses.
Tab. 1. Chronological list of some milestone theories and their analytical 

solutions to the wave-induced cyclic response of a porous seabed 
of infinite thickness

Author/Authors
(Year of publication)

Soil skeleton Pore-fluid
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No Yes No Yes Yes

Moshagen and Tørum [12] x x x

Yamamoto et al. [19] x x x

Madsen [6] x x x

Okusa [13] x x x

Hsu and Jeng [2] x x x

Jeng and Hsu [5] x x x

Jeng [3, 4] x x x

It is very characteristic that all the wave-induced seabed 
response analytical solutions were achieved in the form of 
complex functions.

SOLUTION BY MOSHAGEN AND TØRUM [12]

An analytical solution to the diffusion problem, describing 
the wave-induced pore-fluid pressure response in a rigid 
and porous seabed under the assumption of pore-fluid 
compressibility, was obtained by Moshagen and Tørum [12] 
who, using suitable boundary conditions, presented two types 
of their analytical solution. The first one, more general, is the 
solution for a finite thickness of a porous seabed layer – the 
so-called “finite thickness solution”. Afterwards, applying 
d → ∞ (where d denotes the thickness of a porous seabed 
layer), a special case thereof was also obtained as the “infinite 
thickness solution”

solution”. Afterwards, applying d   (where d denotes the thickness of a porous seabed layer), 
a special case thereof was also obtained as the “infinite thickness solution” 
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where: 𝑝𝑝� = wave-induced pore-fluid pressure (complex-valued) [kPa], P0 = amplitude of the 
hydrodynamic pressure at the seabed surface (z = 0) [kPa],  = parameter (complex-valued) 
[1/m], Kx and Kz = coefficients of soil permeability in horizontal and vertical directions, 
respectively [m/s], k = wave number (k = 2/L) [1/m], L = wavelength [m],  = wave angular 
frequency ( = 2/T) [rad/s], T = wave period [s], t = time [s], x and z = horizontal and vertical 
coordinates of the two-dimensional Cartesian coordinate system Oxz, respectively [m], i = 
imaginary unit (𝑖𝑖 � √�1). 

The complex-valued parameter  can be presented using the following well-known 
trigonometric form of a complex number 
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where: |𝜇𝜇| = absolute value (or modulus or magnitude) of  [1/m], 𝜑𝜑  arg () = the argument 
(or phase) of  [rad]. 

Moshagen and Tørum [12] gave the following formulas for the absolute value and the 
argument of complex-valued parameter , respectively (see the original Eqs. (15) and (16) in 
[12], p. 53): 
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where, additionally: n = porosity of soil [‒],  = compressibility of pore-fluid [m2/kN], w = unit 
weight of pore-fluid (seawater) [kN/m3]. 

 When using Eq. (1) in an analysis of the hydrodynamic uplift force acting on a submarine 
pipeline buried in seabed sediments, the Author had noticed some unexpected problems with 
the phase-lag of wave-induced pore-fluid pressure. This was the reason why the Author went 
through the entire derivation procedure in order to find the reason thereof. The comparison of 
the Author’s derivation with the matter printed in [12] has led to the conclusion that the 
analytical solution by Moshagen and Tørum [12] is burdened with an error which can be easily 
detected and proved. 

 And thus, by introducing the “infinite thickness solution” (Eq. (1)) into the governing partial 
differential equation of the diffusion type (see the original Eq. (8) in [12], p. 51) and performing 
some additional mathematical operations, one should be able to reach the following expression 
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Next, by raising both sides of Eq. (2) to the power of 2, and keeping in mind the double-
angle formulas, one has 
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where: 𝑝𝑝� = wave-induced pore-fluid pressure (complex-valued) [kPa], P0 = amplitude of the 
hydrodynamic pressure at the seabed surface (z = 0) [kPa],  = parameter (complex-valued) 
[1/m], Kx and Kz = coefficients of soil permeability in horizontal and vertical directions, 
respectively [m/s], k = wave number (k = 2/L) [1/m], L = wavelength [m],  = wave angular 
frequency ( = 2/T) [rad/s], T = wave period [s], t = time [s], x and z = horizontal and vertical 
coordinates of the two-dimensional Cartesian coordinate system Oxz, respectively [m], i = 
imaginary unit (𝑖𝑖 � √�1). 

The complex-valued parameter  can be presented using the following well-known 
trigonometric form of a complex number 
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where: |𝜇𝜇| = absolute value (or modulus or magnitude) of  [1/m], 𝜑𝜑  arg () = the argument 
(or phase) of  [rad]. 

Moshagen and Tørum [12] gave the following formulas for the absolute value and the 
argument of complex-valued parameter , respectively (see the original Eqs. (15) and (16) in 
[12], p. 53): 
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where, additionally: n = porosity of soil [‒],  = compressibility of pore-fluid [m2/kN], w = unit 
weight of pore-fluid (seawater) [kN/m3]. 

 When using Eq. (1) in an analysis of the hydrodynamic uplift force acting on a submarine 
pipeline buried in seabed sediments, the Author had noticed some unexpected problems with 
the phase-lag of wave-induced pore-fluid pressure. This was the reason why the Author went 
through the entire derivation procedure in order to find the reason thereof. The comparison of 
the Author’s derivation with the matter printed in [12] has led to the conclusion that the 
analytical solution by Moshagen and Tørum [12] is burdened with an error which can be easily 
detected and proved. 

 And thus, by introducing the “infinite thickness solution” (Eq. (1)) into the governing partial 
differential equation of the diffusion type (see the original Eq. (8) in [12], p. 51) and performing 
some additional mathematical operations, one should be able to reach the following expression 
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Next, by raising both sides of Eq. (2) to the power of 2, and keeping in mind the double-
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 = wave-induced pore-fluid pressure (complex-
valued) [kPa], P0 = amplitude of the hydrodynamic pressure 
at the seabed surface (z = 0) [kPa], µ = parameter (complex-
valued) [1/m], Kx and Kz = coefficients of soil permeability in 
horizontal and vertical directions, respectively [m/s], k = wave 
number (k = 2π/L) [1/m], L = wavelength [m], ω = wave 
angular frequency (ω = 2π/T) [rad/s], T = wave period [s], 
t = time [s], x and z = horizontal and vertical coordinates 
of the two-dimensional Cartesian coordinate system Oxz, 
respectively [m], i = imaginary unit (

solution”. Afterwards, applying d   (where d denotes the thickness of a porous seabed layer), 
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where: 𝑝𝑝� = wave-induced pore-fluid pressure (complex-valued) [kPa], P0 = amplitude of the 
hydrodynamic pressure at the seabed surface (z = 0) [kPa],  = parameter (complex-valued) 
[1/m], Kx and Kz = coefficients of soil permeability in horizontal and vertical directions, 
respectively [m/s], k = wave number (k = 2/L) [1/m], L = wavelength [m],  = wave angular 
frequency ( = 2/T) [rad/s], T = wave period [s], t = time [s], x and z = horizontal and vertical 
coordinates of the two-dimensional Cartesian coordinate system Oxz, respectively [m], i = 
imaginary unit (𝑖𝑖 � √�1). 

The complex-valued parameter  can be presented using the following well-known 
trigonometric form of a complex number 

𝜇𝜇 � |𝜇𝜇|�c�� 𝜑𝜑 � 𝑖𝑖 ��n 𝜑𝜑�                                                          �2� 

where: |𝜇𝜇| = absolute value (or modulus or magnitude) of  [1/m], 𝜑𝜑  arg () = the argument 
(or phase) of  [rad]. 
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where, additionally: n = porosity of soil [‒],  = compressibility of pore-fluid [m2/kN], w = unit 
weight of pore-fluid (seawater) [kN/m3]. 

 When using Eq. (1) in an analysis of the hydrodynamic uplift force acting on a submarine 
pipeline buried in seabed sediments, the Author had noticed some unexpected problems with 
the phase-lag of wave-induced pore-fluid pressure. This was the reason why the Author went 
through the entire derivation procedure in order to find the reason thereof. The comparison of 
the Author’s derivation with the matter printed in [12] has led to the conclusion that the 
analytical solution by Moshagen and Tørum [12] is burdened with an error which can be easily 
detected and proved. 

 And thus, by introducing the “infinite thickness solution” (Eq. (1)) into the governing partial 
differential equation of the diffusion type (see the original Eq. (8) in [12], p. 51) and performing 
some additional mathematical operations, one should be able to reach the following expression 
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Next, by raising both sides of Eq. (2) to the power of 2, and keeping in mind the double-
angle formulas, one has 
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The complex-valued parameter µ can be presented using 

the following well-known trigonometric form of a complex 
number

solution”. Afterwards, applying d   (where d denotes the thickness of a porous seabed layer), 
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where: 𝑝𝑝� = wave-induced pore-fluid pressure (complex-valued) [kPa], P0 = amplitude of the 
hydrodynamic pressure at the seabed surface (z = 0) [kPa],  = parameter (complex-valued) 
[1/m], Kx and Kz = coefficients of soil permeability in horizontal and vertical directions, 
respectively [m/s], k = wave number (k = 2/L) [1/m], L = wavelength [m],  = wave angular 
frequency ( = 2/T) [rad/s], T = wave period [s], t = time [s], x and z = horizontal and vertical 
coordinates of the two-dimensional Cartesian coordinate system Oxz, respectively [m], i = 
imaginary unit (𝑖𝑖 � √�1). 

The complex-valued parameter  can be presented using the following well-known 
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where: |𝜇𝜇| = absolute value (or modulus or magnitude) of  [1/m], 𝜑𝜑  arg () = the argument 
(or phase) of  [rad]. 

Moshagen and Tørum [12] gave the following formulas for the absolute value and the 
argument of complex-valued parameter , respectively (see the original Eqs. (15) and (16) in 
[12], p. 53): 
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where, additionally: n = porosity of soil [‒],  = compressibility of pore-fluid [m2/kN], w = unit 
weight of pore-fluid (seawater) [kN/m3]. 

 When using Eq. (1) in an analysis of the hydrodynamic uplift force acting on a submarine 
pipeline buried in seabed sediments, the Author had noticed some unexpected problems with 
the phase-lag of wave-induced pore-fluid pressure. This was the reason why the Author went 
through the entire derivation procedure in order to find the reason thereof. The comparison of 
the Author’s derivation with the matter printed in [12] has led to the conclusion that the 
analytical solution by Moshagen and Tørum [12] is burdened with an error which can be easily 
detected and proved. 

 And thus, by introducing the “infinite thickness solution” (Eq. (1)) into the governing partial 
differential equation of the diffusion type (see the original Eq. (8) in [12], p. 51) and performing 
some additional mathematical operations, one should be able to reach the following expression 
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Next, by raising both sides of Eq. (2) to the power of 2, and keeping in mind the double-
angle formulas, one has 
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(where: |µ| = absolute value (or modulus or magnitude) of 
µ [1/m], φ  arg (µ) = the argument (or phase) of µ [rad].

Moshagen and Tørum [12] gave the following formulas 
for the absolute value and the argument of complex-valued 
parameter µ, respectively (see the original Eqs. (15) and (16) 
in [12], p. 53):
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where: 𝑝𝑝� = wave-induced pore-fluid pressure (complex-valued) [kPa], P0 = amplitude of the 
hydrodynamic pressure at the seabed surface (z = 0) [kPa],  = parameter (complex-valued) 
[1/m], Kx and Kz = coefficients of soil permeability in horizontal and vertical directions, 
respectively [m/s], k = wave number (k = 2/L) [1/m], L = wavelength [m],  = wave angular 
frequency ( = 2/T) [rad/s], T = wave period [s], t = time [s], x and z = horizontal and vertical 
coordinates of the two-dimensional Cartesian coordinate system Oxz, respectively [m], i = 
imaginary unit (𝑖𝑖 � √�1). 
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where, additionally: n = porosity of soil [‒],  = compressibility of pore-fluid [m2/kN], w = unit 
weight of pore-fluid (seawater) [kN/m3]. 

 When using Eq. (1) in an analysis of the hydrodynamic uplift force acting on a submarine 
pipeline buried in seabed sediments, the Author had noticed some unexpected problems with 
the phase-lag of wave-induced pore-fluid pressure. This was the reason why the Author went 
through the entire derivation procedure in order to find the reason thereof. The comparison of 
the Author’s derivation with the matter printed in [12] has led to the conclusion that the 
analytical solution by Moshagen and Tørum [12] is burdened with an error which can be easily 
detected and proved. 

 And thus, by introducing the “infinite thickness solution” (Eq. (1)) into the governing partial 
differential equation of the diffusion type (see the original Eq. (8) in [12], p. 51) and performing 
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Next, by raising both sides of Eq. (2) to the power of 2, and keeping in mind the double-
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where: 𝑝𝑝� = wave-induced pore-fluid pressure (complex-valued) [kPa], P0 = amplitude of the 
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[1/m], Kx and Kz = coefficients of soil permeability in horizontal and vertical directions, 
respectively [m/s], k = wave number (k = 2/L) [1/m], L = wavelength [m],  = wave angular 
frequency ( = 2/T) [rad/s], T = wave period [s], t = time [s], x and z = horizontal and vertical 
coordinates of the two-dimensional Cartesian coordinate system Oxz, respectively [m], i = 
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where, additionally: n = porosity of soil [‒],  = compressibility of pore-fluid [m2/kN], w = unit 
weight of pore-fluid (seawater) [kN/m3]. 

 When using Eq. (1) in an analysis of the hydrodynamic uplift force acting on a submarine 
pipeline buried in seabed sediments, the Author had noticed some unexpected problems with 
the phase-lag of wave-induced pore-fluid pressure. This was the reason why the Author went 
through the entire derivation procedure in order to find the reason thereof. The comparison of 
the Author’s derivation with the matter printed in [12] has led to the conclusion that the 
analytical solution by Moshagen and Tørum [12] is burdened with an error which can be easily 
detected and proved. 

 And thus, by introducing the “infinite thickness solution” (Eq. (1)) into the governing partial 
differential equation of the diffusion type (see the original Eq. (8) in [12], p. 51) and performing 
some additional mathematical operations, one should be able to reach the following expression 
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Next, by raising both sides of Eq. (2) to the power of 2, and keeping in mind the double-
angle formulas, one has 
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where, additionally: n = porosity of soil [‒], β = compressibility 
of pore-fluid [m2/kN], γw = unit weight of pore-fluid (seawater) 
[kN/m3].



POLISH MARITIME RESEARCH, No 2/2023200

When using Eq. (1) in an analysis of the hydrodynamic 
uplift force acting on a submarine pipeline buried in seabed 
sediments, the Author had noticed some unexpected problems 
with the phase-lag of wave-induced pore-fluid pressure 
oscillations. This was the reason why the Author went through 
the entire derivation procedure in order to find the reason 
thereof. The comparison of the Author’s derivation with 
the matter printed in [12] has led to the conclusion that the 
analytical solution by Moshagen and Tørum [12] is burdened 
with an error which can be easily detected and proved.

And thus, by introducing the “infinite thickness solution” 
(Eq. (1)) into the governing partial differential equation of 
the diffusion type (see the original Eq. (8) in [12], p. 51) and 
performing some additional mathematical operations, one 
should be able to reach the following expression

solution”. Afterwards, applying d   (where d denotes the thickness of a porous seabed layer), 
a special case thereof was also obtained as the “infinite thickness solution” 
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where: 𝑝𝑝� = wave-induced pore-fluid pressure (complex-valued) [kPa], P0 = amplitude of the 
hydrodynamic pressure at the seabed surface (z = 0) [kPa],  = parameter (complex-valued) 
[1/m], Kx and Kz = coefficients of soil permeability in horizontal and vertical directions, 
respectively [m/s], k = wave number (k = 2/L) [1/m], L = wavelength [m],  = wave angular 
frequency ( = 2/T) [rad/s], T = wave period [s], t = time [s], x and z = horizontal and vertical 
coordinates of the two-dimensional Cartesian coordinate system Oxz, respectively [m], i = 
imaginary unit (𝑖𝑖 � √�1). 

The complex-valued parameter  can be presented using the following well-known 
trigonometric form of a complex number 
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where: |𝜇𝜇| = absolute value (or modulus or magnitude) of  [1/m], 𝜑𝜑  arg () = the argument 
(or phase) of  [rad]. 

Moshagen and Tørum [12] gave the following formulas for the absolute value and the 
argument of complex-valued parameter , respectively (see the original Eqs. (15) and (16) in 
[12], p. 53): 
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where, additionally: n = porosity of soil [‒],  = compressibility of pore-fluid [m2/kN], w = unit 
weight of pore-fluid (seawater) [kN/m3]. 

 When using Eq. (1) in an analysis of the hydrodynamic uplift force acting on a submarine 
pipeline buried in seabed sediments, the Author had noticed some unexpected problems with 
the phase-lag of wave-induced pore-fluid pressure. This was the reason why the Author went 
through the entire derivation procedure in order to find the reason thereof. The comparison of 
the Author’s derivation with the matter printed in [12] has led to the conclusion that the 
analytical solution by Moshagen and Tørum [12] is burdened with an error which can be easily 
detected and proved. 

 And thus, by introducing the “infinite thickness solution” (Eq. (1)) into the governing partial 
differential equation of the diffusion type (see the original Eq. (8) in [12], p. 51) and performing 
some additional mathematical operations, one should be able to reach the following expression 
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Next, by raising both sides of Eq. (2) to the power of 2, and keeping in mind the double-
angle formulas, one has 
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Next, by raising both sides of Eq. (2) to the power of 2, and 
keeping in mind the double-angle formulas, one has

solution”. Afterwards, applying d   (where d denotes the thickness of a porous seabed layer), 
a special case thereof was also obtained as the “infinite thickness solution” 
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where: 𝑝𝑝� = wave-induced pore-fluid pressure (complex-valued) [kPa], P0 = amplitude of the 
hydrodynamic pressure at the seabed surface (z = 0) [kPa],  = parameter (complex-valued) 
[1/m], Kx and Kz = coefficients of soil permeability in horizontal and vertical directions, 
respectively [m/s], k = wave number (k = 2/L) [1/m], L = wavelength [m],  = wave angular 
frequency ( = 2/T) [rad/s], T = wave period [s], t = time [s], x and z = horizontal and vertical 
coordinates of the two-dimensional Cartesian coordinate system Oxz, respectively [m], i = 
imaginary unit (𝑖𝑖 � √�1). 

The complex-valued parameter  can be presented using the following well-known 
trigonometric form of a complex number 
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where: |𝜇𝜇| = absolute value (or modulus or magnitude) of  [1/m], 𝜑𝜑  arg () = the argument 
(or phase) of  [rad]. 

Moshagen and Tørum [12] gave the following formulas for the absolute value and the 
argument of complex-valued parameter , respectively (see the original Eqs. (15) and (16) in 
[12], p. 53): 
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where, additionally: n = porosity of soil [‒],  = compressibility of pore-fluid [m2/kN], w = unit 
weight of pore-fluid (seawater) [kN/m3]. 

 When using Eq. (1) in an analysis of the hydrodynamic uplift force acting on a submarine 
pipeline buried in seabed sediments, the Author had noticed some unexpected problems with 
the phase-lag of wave-induced pore-fluid pressure. This was the reason why the Author went 
through the entire derivation procedure in order to find the reason thereof. The comparison of 
the Author’s derivation with the matter printed in [12] has led to the conclusion that the 
analytical solution by Moshagen and Tørum [12] is burdened with an error which can be easily 
detected and proved. 

 And thus, by introducing the “infinite thickness solution” (Eq. (1)) into the governing partial 
differential equation of the diffusion type (see the original Eq. (8) in [12], p. 51) and performing 
some additional mathematical operations, one should be able to reach the following expression 
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Next, by raising both sides of Eq. (2) to the power of 2, and keeping in mind the double-
angle formulas, one has 
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And now, by analogy between Eq. (4) and Eq. (5), and 
performing some simple mathematical operations, it becomes 
possible to prove that the absolute value of µ is described by 
exactly the same equation as given in [12] (see Eq. (3a)) but 
the equation for the argument of µ should be rather given 
as follows

And now, by analogy between Eq. (4) and Eq. (5), and performing some simple 
mathematical operations, it becomes possible to prove that the absolute value of  is described 
by exactly the same equation as given in [12] (see Eq. (3a)) but the equation for the argument 
of  should be rather given as follows 
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After comparing Eqs. (3b) and (6b) it is worth noting that the solution for the argument   
arg() of complex-valued parameter  is wrongly given in the original Eq. (16) by Moshagen 
and Tørum [12], p. 53,  where the argument of arcus tangent is positively signed, whereas a 
correct form of the equation should contain a negative value of the argument of inverse 
trigonometric function, as presented in the above derived Eq. (6a). As a consequence of this 
fundamental error, sinusoidal oscillations of the pore-fluid pressure in the seabed precede 
sinusoidal oscillations of the surface water-wave and the hydrodynamic pressure “wave” at the 
seabed surface (z = 0), which stays in contradiction to the phase-lag definition in case of the 
progressive surface water-wave moving above the seabed. As indicated by many other 
analytical solutions, e.g. [6, 13, 19], the pore-fluid pressure oscillations within the seabed (at 
least in its uppermost zone) must always follow the hydrodynamic pressure “wave” 
irrespectively of the direction of the surface water-wave propagation, as illustrated in Fig. 2.  

Apart from Eq. (2), the complex-valued parameter  can be also represented by the most 
general defining form 
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where: {} and {} = real and imaginary parts of , respectively [1/m]. After introducing 
this notation to Eq. (1), assuming hydraulically isotropic soil conditions (Kx = Kz), and 
performing some simple mathematical manipulations, the “infinite thickness solution” by  
Moshagen and Tørum [12] can be presented in the following form 
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the real part of which can be written as (see also the original Eq. (17) in [12], p.53) 
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On the other hand, still assuming the same traditional direction of surface water-wave 

propagation as done by Moshagen and Tørum [12] (see Figs. 1 and 2(a)), the wave-induced 
pore-fluid pressure oscillations within a porous seabed can be represented by the following 
most general equations: 
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And now, by analogy between Eq. (4) and Eq. (5), and performing some simple 
mathematical operations, it becomes possible to prove that the absolute value of  is described 
by exactly the same equation as given in [12] (see Eq. (3a)) but the equation for the argument 
of  should be rather given as follows 
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After comparing Eqs. (3b) and (6b) it is worth noting that the solution for the argument   
arg() of complex-valued parameter  is wrongly given in the original Eq. (16) by Moshagen 
and Tørum [12], p. 53,  where the argument of arcus tangent is positively signed, whereas a 
correct form of the equation should contain a negative value of the argument of inverse 
trigonometric function, as presented in the above derived Eq. (6a). As a consequence of this 
fundamental error, sinusoidal oscillations of the pore-fluid pressure in the seabed precede 
sinusoidal oscillations of the surface water-wave and the hydrodynamic pressure “wave” at the 
seabed surface (z = 0), which stays in contradiction to the phase-lag definition in case of the 
progressive surface water-wave moving above the seabed. As indicated by many other 
analytical solutions, e.g. [6, 13, 19], the pore-fluid pressure oscillations within the seabed (at 
least in its uppermost zone) must always follow the hydrodynamic pressure “wave” 
irrespectively of the direction of the surface water-wave propagation, as illustrated in Fig. 2.  

Apart from Eq. (2), the complex-valued parameter  can be also represented by the most 
general defining form 
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where: {} and {} = real and imaginary parts of , respectively [1/m]. After introducing 
this notation to Eq. (1), assuming hydraulically isotropic soil conditions (Kx = Kz), and 
performing some simple mathematical manipulations, the “infinite thickness solution” by  
Moshagen and Tørum [12] can be presented in the following form 
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On the other hand, still assuming the same traditional direction of surface water-wave 

propagation as done by Moshagen and Tørum [12] (see Figs. 1 and 2(a)), the wave-induced 
pore-fluid pressure oscillations within a porous seabed can be represented by the following 
most general equations: 
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After comparing Eqs. (3b) and (6b) it is worth noting 
that the solution for the argument ϕ ≡ arg(µ) of complex-
valued parameter µ is wrongly given in the original Eq. (16) 
by Moshagen and Tørum [12], p. 53,  where the argument of 
arcus tangent is positively signed, whereas a correct form of 
the equation should contain a negative value of the argument 
of inverse trigonometric function, as presented in the above 
derived Eq. (6a). As a consequence of this fundamental error, 
sinusoidal oscillations of the pore-fluid pressure in the seabed 
precede sinusoidal oscillations of the surface water-wave and 
the hydrodynamic pressure “wave” at the seabed surface 
(z = 0), which stays in contradiction to the phase-lag definition 
in case of the progressive surface water-wave moving above 
the seabed. As indicated by many other analytical solutions, 
e.g. [6, 13, 19], the pore-fluid pressure oscillations within the 
seabed (at least in its uppermost zone) must always follow the 
hydrodynamic pressure “wave” irrespectively of the direction 
of the surface water-wave propagation, as illustrated in Fig. 2. 

Apart from Eq. (2), the complex-valued parameter µ can 
be also represented by the most general defining form

And now, by analogy between Eq. (4) and Eq. (5), and performing some simple 
mathematical operations, it becomes possible to prove that the absolute value of  is described 
by exactly the same equation as given in [12] (see Eq. (3a)) but the equation for the argument 
of  should be rather given as follows 

𝜑𝜑𝜑𝜑arg𝜑�� � 1
2 arctan ��

𝜔𝜔𝜔𝜔𝜔𝜔𝜔𝜔�𝐾𝐾�𝑘𝑘� � � 𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑 ��a�
𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑� �12 arctan �

𝜔𝜔𝜔𝜔𝜔𝜔𝜔𝜔�𝐾𝐾�𝑘𝑘� �𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑��b�
 

After comparing Eqs. (3b) and (6b) it is worth noting that the solution for the argument   
arg() of complex-valued parameter  is wrongly given in the original Eq. (16) by Moshagen 
and Tørum [12], p. 53,  where the argument of arcus tangent is positively signed, whereas a 
correct form of the equation should contain a negative value of the argument of inverse 
trigonometric function, as presented in the above derived Eq. (6a). As a consequence of this 
fundamental error, sinusoidal oscillations of the pore-fluid pressure in the seabed precede 
sinusoidal oscillations of the surface water-wave and the hydrodynamic pressure “wave” at the 
seabed surface (z = 0), which stays in contradiction to the phase-lag definition in case of the 
progressive surface water-wave moving above the seabed. As indicated by many other 
analytical solutions, e.g. [6, 13, 19], the pore-fluid pressure oscillations within the seabed (at 
least in its uppermost zone) must always follow the hydrodynamic pressure “wave” 
irrespectively of the direction of the surface water-wave propagation, as illustrated in Fig. 2.  

Apart from Eq. (2), the complex-valued parameter  can be also represented by the most 
general defining form 

 � �� � 𝑖𝑖��𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑��� 
where: {} and {} = real and imaginary parts of , respectively [1/m]. After introducing 
this notation to Eq. (1), assuming hydraulically isotropic soil conditions (Kx = Kz), and 
performing some simple mathematical manipulations, the “infinite thickness solution” by  
Moshagen and Tørum [12] can be presented in the following form 

𝑝𝑝� � ��exp��𝜇𝜇�𝑧𝑧� exp�𝑖𝑖�𝑘𝑘� � � � �𝜇𝜇�𝑧𝑧�� 𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑�8a� 
the real part of which can be written as (see also the original Eq. (17) in [12], p.53) 

�𝑝𝑝�� � ��exp��𝜇𝜇�𝑧𝑧� cos�𝑘𝑘� � � � �𝜇𝜇�𝑧𝑧� 𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑�8b� 
On the other hand, still assuming the same traditional direction of surface water-wave 

propagation as done by Moshagen and Tørum [12] (see Figs. 1 and 2(a)), the wave-induced 
pore-fluid pressure oscillations within a porous seabed can be represented by the following 
most general equations: 

𝑝𝑝� � ��𝑧𝑧� cos�𝑘𝑘� � �𝜔𝜔� � ���� � 𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑�9a� 
� ��𝑧𝑧� cos�𝑘𝑘� � 𝜔𝜔� � ��� 𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑�9b� 

 

(7)

where: ℜ{µ} and ℑ{µ} = real and imaginary parts of µ, 
respectively [1/m]. After introducing this notation to Eq. (1), 
assuming hydraulically isotropic soil conditions (Kx = Kz), 
and performing some simple mathematical manipulations, 
the “infinite thickness solution” by  Moshagen and Tørum 
[12] can be presented in the following form

And now, by analogy between Eq. (4) and Eq. (5), and performing some simple 
mathematical operations, it becomes possible to prove that the absolute value of  is described 
by exactly the same equation as given in [12] (see Eq. (3a)) but the equation for the argument 
of  should be rather given as follows 

𝜑𝜑𝜑𝜑arg𝜑�� � 1
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𝜔𝜔𝜔𝜔𝜔𝜔𝜔𝜔�𝐾𝐾�𝑘𝑘� � � 𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑 ��a�
𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑� �12 arctan �

𝜔𝜔𝜔𝜔𝜔𝜔𝜔𝜔�𝐾𝐾�𝑘𝑘� �𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑��b�
 

After comparing Eqs. (3b) and (6b) it is worth noting that the solution for the argument   
arg() of complex-valued parameter  is wrongly given in the original Eq. (16) by Moshagen 
and Tørum [12], p. 53,  where the argument of arcus tangent is positively signed, whereas a 
correct form of the equation should contain a negative value of the argument of inverse 
trigonometric function, as presented in the above derived Eq. (6a). As a consequence of this 
fundamental error, sinusoidal oscillations of the pore-fluid pressure in the seabed precede 
sinusoidal oscillations of the surface water-wave and the hydrodynamic pressure “wave” at the 
seabed surface (z = 0), which stays in contradiction to the phase-lag definition in case of the 
progressive surface water-wave moving above the seabed. As indicated by many other 
analytical solutions, e.g. [6, 13, 19], the pore-fluid pressure oscillations within the seabed (at 
least in its uppermost zone) must always follow the hydrodynamic pressure “wave” 
irrespectively of the direction of the surface water-wave propagation, as illustrated in Fig. 2.  

Apart from Eq. (2), the complex-valued parameter  can be also represented by the most 
general defining form 

 � �� � 𝑖𝑖��𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑��� 
where: {} and {} = real and imaginary parts of , respectively [1/m]. After introducing 
this notation to Eq. (1), assuming hydraulically isotropic soil conditions (Kx = Kz), and 
performing some simple mathematical manipulations, the “infinite thickness solution” by  
Moshagen and Tørum [12] can be presented in the following form 

𝑝𝑝� � ��exp��𝜇𝜇�𝑧𝑧� exp�𝑖𝑖�𝑘𝑘� � � � �𝜇𝜇�𝑧𝑧�� 𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑�8a� 
the real part of which can be written as (see also the original Eq. (17) in [12], p.53) 

�𝑝𝑝�� � ��exp��𝜇𝜇�𝑧𝑧� cos�𝑘𝑘� � � � �𝜇𝜇�𝑧𝑧� 𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑�8b� 
On the other hand, still assuming the same traditional direction of surface water-wave 

propagation as done by Moshagen and Tørum [12] (see Figs. 1 and 2(a)), the wave-induced 
pore-fluid pressure oscillations within a porous seabed can be represented by the following 
most general equations: 

𝑝𝑝� � ��𝑧𝑧� cos�𝑘𝑘� � �𝜔𝜔� � ���� � 𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑�9a� 
� ��𝑧𝑧� cos�𝑘𝑘� � 𝜔𝜔� � ��� 𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑�9b� 

 

(8a)

the real part of which can be written as (see also the original 
Eq. (17) in [12], p.53)

And now, by analogy between Eq. (4) and Eq. (5), and performing some simple 
mathematical operations, it becomes possible to prove that the absolute value of  is described 
by exactly the same equation as given in [12] (see Eq. (3a)) but the equation for the argument 
of  should be rather given as follows 

𝜑𝜑𝜑𝜑arg𝜑�� � 1
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𝜔𝜔𝜔𝜔𝜔𝜔𝜔𝜔�𝐾𝐾�𝑘𝑘� � � 𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑 ��a�
𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑� �12 arctan �

𝜔𝜔𝜔𝜔𝜔𝜔𝜔𝜔�𝐾𝐾�𝑘𝑘� �𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑��b�
 

After comparing Eqs. (3b) and (6b) it is worth noting that the solution for the argument   
arg() of complex-valued parameter  is wrongly given in the original Eq. (16) by Moshagen 
and Tørum [12], p. 53,  where the argument of arcus tangent is positively signed, whereas a 
correct form of the equation should contain a negative value of the argument of inverse 
trigonometric function, as presented in the above derived Eq. (6a). As a consequence of this 
fundamental error, sinusoidal oscillations of the pore-fluid pressure in the seabed precede 
sinusoidal oscillations of the surface water-wave and the hydrodynamic pressure “wave” at the 
seabed surface (z = 0), which stays in contradiction to the phase-lag definition in case of the 
progressive surface water-wave moving above the seabed. As indicated by many other 
analytical solutions, e.g. [6, 13, 19], the pore-fluid pressure oscillations within the seabed (at 
least in its uppermost zone) must always follow the hydrodynamic pressure “wave” 
irrespectively of the direction of the surface water-wave propagation, as illustrated in Fig. 2.  

Apart from Eq. (2), the complex-valued parameter  can be also represented by the most 
general defining form 

 � �� � 𝑖𝑖��𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑��� 
where: {} and {} = real and imaginary parts of , respectively [1/m]. After introducing 
this notation to Eq. (1), assuming hydraulically isotropic soil conditions (Kx = Kz), and 
performing some simple mathematical manipulations, the “infinite thickness solution” by  
Moshagen and Tørum [12] can be presented in the following form 

𝑝𝑝� � ��exp��𝜇𝜇�𝑧𝑧� exp�𝑖𝑖�𝑘𝑘� � � � �𝜇𝜇�𝑧𝑧�� 𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑�8a� 
the real part of which can be written as (see also the original Eq. (17) in [12], p.53) 

�𝑝𝑝�� � ��exp��𝜇𝜇�𝑧𝑧� cos�𝑘𝑘� � � � �𝜇𝜇�𝑧𝑧� 𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑𝜑�8b� 
On the other hand, still assuming the same traditional direction of surface water-wave 

propagation as done by Moshagen and Tørum [12] (see Figs. 1 and 2(a)), the wave-induced 
pore-fluid pressure oscillations within a porous seabed can be represented by the following 
most general equations: 
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(8b)

On the other hand, still assuming the same traditional 
direction of surface water-wave propagation as done by 
Moshagen and Tørum [12] (see Figs. 1 and 2(a)), the wave-
induced pore-fluid pressure oscillations within a porous 
seabed can be represented by the following most general 
equations:

And now, by analogy between Eq. (4) and Eq. (5), and performing some simple 
mathematical operations, it becomes possible to prove that the absolute value of  is described 
by exactly the same equation as given in [12] (see Eq. (3a)) but the equation for the argument 
of  should be rather given as follows 
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After comparing Eqs. (3b) and (6b) it is worth noting that the solution for the argument   
arg() of complex-valued parameter  is wrongly given in the original Eq. (16) by Moshagen 
and Tørum [12], p. 53,  where the argument of arcus tangent is positively signed, whereas a 
correct form of the equation should contain a negative value of the argument of inverse 
trigonometric function, as presented in the above derived Eq. (6a). As a consequence of this 
fundamental error, sinusoidal oscillations of the pore-fluid pressure in the seabed precede 
sinusoidal oscillations of the surface water-wave and the hydrodynamic pressure “wave” at the 
seabed surface (z = 0), which stays in contradiction to the phase-lag definition in case of the 
progressive surface water-wave moving above the seabed. As indicated by many other 
analytical solutions, e.g. [6, 13, 19], the pore-fluid pressure oscillations within the seabed (at 
least in its uppermost zone) must always follow the hydrodynamic pressure “wave” 
irrespectively of the direction of the surface water-wave propagation, as illustrated in Fig. 2.  

Apart from Eq. (2), the complex-valued parameter  can be also represented by the most 
general defining form 
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Moshagen and Tørum [12] can be presented in the following form 
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propagation as done by Moshagen and Tørum [12] (see Figs. 1 and 2(a)), the wave-induced 
pore-fluid pressure oscillations within a porous seabed can be represented by the following 
most general equations: 
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And now, by analogy between Eq. (4) and Eq. (5), and performing some simple 
mathematical operations, it becomes possible to prove that the absolute value of  is described 
by exactly the same equation as given in [12] (see Eq. (3a)) but the equation for the argument 
of  should be rather given as follows 
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After comparing Eqs. (3b) and (6b) it is worth noting that the solution for the argument   
arg() of complex-valued parameter  is wrongly given in the original Eq. (16) by Moshagen 
and Tørum [12], p. 53,  where the argument of arcus tangent is positively signed, whereas a 
correct form of the equation should contain a negative value of the argument of inverse 
trigonometric function, as presented in the above derived Eq. (6a). As a consequence of this 
fundamental error, sinusoidal oscillations of the pore-fluid pressure in the seabed precede 
sinusoidal oscillations of the surface water-wave and the hydrodynamic pressure “wave” at the 
seabed surface (z = 0), which stays in contradiction to the phase-lag definition in case of the 
progressive surface water-wave moving above the seabed. As indicated by many other 
analytical solutions, e.g. [6, 13, 19], the pore-fluid pressure oscillations within the seabed (at 
least in its uppermost zone) must always follow the hydrodynamic pressure “wave” 
irrespectively of the direction of the surface water-wave propagation, as illustrated in Fig. 2.  

Apart from Eq. (2), the complex-valued parameter  can be also represented by the most 
general defining form 
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where: {} and {} = real and imaginary parts of , respectively [1/m]. After introducing 
this notation to Eq. (1), assuming hydraulically isotropic soil conditions (Kx = Kz), and 
performing some simple mathematical manipulations, the “infinite thickness solution” by  
Moshagen and Tørum [12] can be presented in the following form 
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Fig. 2. Graphical presentation of the phase-lag, δp, in pore-fluid pressure 
“travelling” sinusoidal oscillations within the seabed for two opposite directions 

of surface water-wave propagation
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where: 

And now, by analogy between Eq. (4) and Eq. (5), and performing some simple 
mathematical operations, it becomes possible to prove that the absolute value of  is described 
by exactly the same equation as given in [12] (see Eq. (3a)) but the equation for the argument 
of  should be rather given as follows 
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After comparing Eqs. (3b) and (6b) it is worth noting that the solution for the argument   
arg() of complex-valued parameter  is wrongly given in the original Eq. (16) by Moshagen 
and Tørum [12], p. 53,  where the argument of arcus tangent is positively signed, whereas a 
correct form of the equation should contain a negative value of the argument of inverse 
trigonometric function, as presented in the above derived Eq. (6a). As a consequence of this 
fundamental error, sinusoidal oscillations of the pore-fluid pressure in the seabed precede 
sinusoidal oscillations of the surface water-wave and the hydrodynamic pressure “wave” at the 
seabed surface (z = 0), which stays in contradiction to the phase-lag definition in case of the 
progressive surface water-wave moving above the seabed. As indicated by many other 
analytical solutions, e.g. [6, 13, 19], the pore-fluid pressure oscillations within the seabed (at 
least in its uppermost zone) must always follow the hydrodynamic pressure “wave” 
irrespectively of the direction of the surface water-wave propagation, as illustrated in Fig. 2.  

Apart from Eq. (2), the complex-valued parameter  can be also represented by the most 
general defining form 
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where: {} and {} = real and imaginary parts of , respectively [1/m]. After introducing 
this notation to Eq. (1), assuming hydraulically isotropic soil conditions (Kx = Kz), and 
performing some simple mathematical manipulations, the “infinite thickness solution” by  
Moshagen and Tørum [12] can be presented in the following form 
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propagation as done by Moshagen and Tørum [12] (see Figs. 1 and 2(a)), the wave-induced 
pore-fluid pressure oscillations within a porous seabed can be represented by the following 
most general equations: 
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 = wave-induced momentary pore-f luid pressure 
(real-valued) [kPa], P(z) = amplitude of the wave-induced 
cyclic pore-f luid pressure oscillations [kPa], δp = phase-
lag (or phase-shift or phase-delay) of the wave-induced 
cyclic pore-f luid pressure oscillations [rad]. In general, 
the phase-lag, δp, is defined to be positively signed when 
a “wave” of any oscillating parameter (here the pore-f luid 
pressure) within the seabed follow the surface water-wave 
and, as a consequence, the hydrodynamic pore-fluid pressure 
“wave” at the seabed surface (z = 0), as presented in Fig. 2(a).

Because the phase-lag phenomenon is very often 
misunderstood, a general definition of the phase-lag in 
pore-fluid pressure sinusoidal oscillations, considered 
for the case of two opposing directions of surface water-
wave propagation, is clearly illustrated in Fig. 2 in a two-
dimensional Cartesian coordinate system Oxz. By analogy 
with Eqs. (9a) and (9b), the application of opposite direction 
of the surface water-wave propagation (i.e. according to the 
negative Ox-axis direction) would require the following 
general equation (see Fig. 2(b)):

 

Fig. 2. Graphical presentation of the phase-lag, p, in pore-fluid pressure “travelling” sinusoidal 
oscillations within the seabed for two opposite directions of surface water-wave propagation 

where: 𝑝𝑝� = wave-induced momentary pore-fluid pressure (real-valued) [kPa], P(z) = amplitude 
of the wave-induced cyclic pore-fluid pressure oscillations [kPa], p = phase-lag (or phase-shift 
or phase-delay) of the wave-induced cyclic pore-fluid pressure oscillations [rad]. In general, the 
phase-lag, p, is defined to be positively signed when a “wave” of any oscillating parameter 
(here the pore-fluid pressure) within the seabed follow the surface water-wave and, as a 
consequence, the hydrodynamic pore-fluid pressure “wave” at the seabed surface (z = 0), as 
presented in Fig. 2(a). 

Because the phase-lag phenomenon is very often misunderstood, a general definition of the 
phase-lag in pore-fluid pressure sinusoidal oscillations, considered for the case of two opposing 
directions of surface water-wave propagation, is clearly illustrated in Fig. 2 in a two-
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A short comparison of Eqs. (8b) and (9b) leads to the 
conclusion that the “infinite thickness solution”, obtained 
by Moshagen and Tørum [12], is associated by the phase-
lag of wave-induced pore-fluid pressure increasing linearly 
with depth (δp = ℑ{µ}z) which seems to be a rather rough 
approximation of the real behaviour of wave-induced pore-
fluid pressure cyclic oscillations within the seabed. 

In order to illustrate the meaning of the error detected, 
comparative computations have been performed, using the 
following set of input-data chosen arbitrary in the present 
paper: wave period T = 9.78 s, water depth h = 10 m, wavelength 
L = 90.04 m (sinusoidal wave theory), coefficient of soil 
permeability Kx = Kz = 10-4 m/s (fine sand), compressibility 
of pore-water (seawater) βw = 5.0×10-7 m2/kN, degree of soil 
saturation Sr = 1.0 (fully saturated soil conditions; β =βw), 
unit weight of seawater  γw = 10.06 kN/m3 (for mean World 
Ocean salinity equal to 35‰) and porosity of soil n = 0.4. 
The results of computations of the phase-lag of wave-induced 
pore-fluid pressure are illustrated in Fig. 3.
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The phase-lag values obtained using the correct Eq. (6b) are exactly additive inverses of the 
appropriate results calculated using the incorrect Eq. (3b) (see Fig. 3). 
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The phase-lag values obtained using the correct Eq. (6b) are 
exactly additive inverses of the appropriate results calculated 
using the incorrect Eq. (3b) (see Fig. 3).

SOLUTION BY YAMAMOTO ET AL. [19]

Yamamoto et al. [19] were the first researchers (paper 
published on July 12, 1978) who presented a theory of the 
wave-induced cyclic seabed response together with an “infinite 
thickness” analytical solution, assuming compressibility of 
both of the two-phase seabed components (i.e. soil skeleton 
and pore-fluid; see Tab. 1). The solution was presented in the 
form of complex-valued wave-induced pore-fluid pressure and 
soil displacement components. Assuming a special simplified 
case of fully saturated and dense soils, Yamamoto et al. [19] 
showed also the final equations obtained this time with 
respect to all six wave-induced parameters.

A sign convention applied by Yamamoto et al. [19] for 
the wave-induced soil stress components, 
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Yamamoto et al. [19] were the first researchers (paper published on July 12, 1978) who 
presented a theory of the wave-induced cyclic seabed response together with an “infinite 
thickness” analytical solution, assuming compressibility of both of the two-phase seabed 
components (i.e. soil skeleton and pore-fluid; see Tab. 1). The solution was presented in the 
form of complex-valued wave-induced pore-fluid pressure and soil displacement components. 
Assuming a special simplified case of fully saturated and dense soils, Yamamoto et al. [19] 
showed also the final equations obtained this time with respect to all six wave-induced 
parameters. 

A sign convention applied by Yamamoto et al. [19] for the wave-induced soil stress 
components, �� , ��  and ��� [the original Eqs. (2.7)‒(2.9) in [19], p. 196, respectively], is 
typical for solid mechanics which is opposite to traditionally applied soil mechanics sign 
convention [8]. Fortunately, Yamamoto et al. [19] were consequent and applied the same solid 
mechanics sign convention also in case of two equations of equilibrium and the storage equation 
(the original Eqs. (2.4)‒(2.5) and Eq. (2.1) in [19], p. 195, respectively). 

Exclusively from all the Authors considered in the present paper, only Yamamoto et al. [19] 
took the direction of positive Oz-axis vertically downwards from the seabed surface. One has 
to be aware of some consequences thereof when comparing to the other wave-induced seabed 
response theories and their solutions. Firstly, vertical coordinates of points within the seabed 
introduced into a computational procedure obviously must not be negative (z  0). Secondly, 
one has also to remember that such assumption will influence the sign of the wave-induced 
vertical displacement of soil skeleton as well as effective vertical normal stress and the shear 
stress components within the soil matrix [8]. 

A boundary condition for the hydrodynamic bottom pressure oscillations is usually taken in 
the following form 

𝑝𝑝� � �� exp�𝑖𝑖��� � 𝑡𝑡�� �����������������������������������������������������)

where the minus sign in the term ‒t denotes the water-wave movement from left to right (i.e. 
along the positive Ox-axis direction). Yamamoto et al. [19] decided to introduce an opposite 
direction of water-wave propagation (i.e. adequately to the negative Ox-axis direction); this 
condition is represented by the positive sign in the term +t within the surface water-wave 
phase-angle expression  = kx + t. If one does not take it into account, the sign of phase-lag 
can be erroneously read out. The sequence of the wave-induced oscillating soil shear stress can 
also be changed. For instance, assuming t = T/4, the wave-induced shear stress is usually 
positive for the right-side directed water-wave (of course, after assuming the solid mechanics 
sign convention and z  0 in the seabed) but the computations according to [19] will bring a 
negative value of the soil shear stress component, as discussed in [8]. 

Performing an extended comparative analyses of different analytical solutions published in 
the literature, the Author has found unexpected differences between the solutions by Yamamoto 
et al. [19] and Madsen [6] (the quality of Madsen’s [6] solution had been already proved by the 
Author through repeating the entire Madsen’s [6] analytical derivation procedure). This was the 
reason why the Author decided to get down to reproducing the whole Yamamoto’s [19] 
analytical derivation procedure which finally has led to the conclusion that the general solution 
(i.e. before applying the boundary conditions) for the vertical displacement of soil skeleton is 
wrong, as given by (see the original Eq. (3.8b) in [19], p. 198; please note that the original 
notation is kept) 

           
[the original Eqs. (2.7)‒(2.9) in [19], p. 196, respectively], is 
typical for solid mechanics which is opposite to traditionally 
applied soil mechanics sign convention [8]. Fortunately, 
Yamamoto et al. [19] were consequent and applied the same 
solid mechanics sign convention also in case of two equations 
of equilibrium and the storage equation (the original 
Eqs. (2.4)‒(2.5) and Eq. (2.1) in [19], p. 195, respectively).



POLISH MARITIME RESEARCH, No 2/2023202

Exclusively from all the Authors considered in the 
present paper, only Yamamoto et al. [19] took the direction 
of positive Oz-axis vertically downwards from the seabed 
surface. One has to be aware of some consequences thereof 
when comparing to the other wave-induced seabed response 
theories and their solutions. Firstly, vertical coordinates of 
points within the seabed introduced into a computational 
procedure obviously must not be negative (z ≥ 0). Secondly, 
one has also to remember that such assumption will influence 
the sign of the wave-induced vertical displacement of soil 
skeleton as well as effective vertical normal stress and the 
shear stress components within the soil matrix, as discussed 
by Magda [8].

A boundary condition for the hydrodynamic bottom 
pressure oscillations is usually taken in the following form
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where the minus sign in the term ‒ωt denotes the water-wave 
movement from left to right (i.e. along the positive Ox-axis 
direction). Yamamoto et al. [19] decided to introduce an 
opposite direction of water-wave propagation (i.e. adequately 
to the negative Ox-axis direction); this condition is represented 
by the positive sign in the term +ωt within the surface water-
wave phase-angle expression Θ = kx + ωt. If one does not 
take it into account, the sign of phase-lag can be erroneously 
read out. The sequence of the wave-induced oscillating soil 
shear stress can also be changed. For instance, assuming 
t = T/4, the wave-induced shear stress is usually positive for 
the right-side directed water-wave (of course, after assuming 
the solid mechanics sign convention and z ≥ 0 in the seabed) 
but the computations according to [19] will bring a negative 
value of the soil shear stress component, as discussed in [8].
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and the correct equation should take the following form

       (15)

The above two equations differ in the form of their third 
terms which are correlated by the following expression
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After applying the boundary conditions to the general solution, Yamamoto et al. [19] 
presented a particular solution for both components of the soil skeleton displacement and the 
pore-fluid pressure. Unfortunately, based on the above mentioned Author’s derivation 
procedure applied to Yamamoto’s [19] way of solution, it has been found that the particular 
solution for the vertical displacement of soil skeleton is wrong as well, as given consequently 
by (see the original Eq. (3.13b) in [19], p. 198; please note that the original notation is kept) 
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whereas the correct equation should be presented as follows 
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The difference between Eqs. (17) and (18) can be seen by comparing their second terms in 
curly brackets; the second term in the wrong Yamamoto’s [19] Eq. (17) is negatively signed 
whereas the second term in the correct Eq. (18), derived solely by the Author, must be signed 
positively. 

The above mentioned two errors could not be discovered by Yamamoto et al. [19] probably 
because they presented results of computations only with respect to the pore-fluid pressure 
(both amplitude and phase-lag of pore-fluid pressure oscillations). However, if one wants to 
derive the wave-induced effective normal stress components, ���  and ��� , and the wave-induced 
shear stress component, ���, based on the wrong particular solution published by Yamamoto et 
al. [19], the results obtained will be consequently burdened with an error. 

In order to illustrate the meaning of the second error discovered, illustrative and comparative 
computations were performed, using the formerly presented set of input-data together with the 
following additional parameters and their values: shear modulus of soil G = 104 kPa, degree of 
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After applying the boundary conditions to the general 
solution, Yamamoto et al. [19] presented a particular solution 
for both components of the soil skeleton displacement 
and the pore-fluid pressure. Unfortunately, based on the 
above mentioned Author’s derivation procedure applied 
to Yamamoto’s [19] way of solution, it has been found that 
the particular solution for the vertical displacement of soil 
skeleton is wrong as well, as given consequently by (see the 
original Eq. (3.13b) in [19], p. 198; please note that the original 
notation is kept)

� � 𝑖𝑖 �𝑎𝑎� � 𝑎𝑎�

� � �� � ��𝑚𝑚

� �𝑚𝑚 � exp��𝑧𝑧� � 𝑖𝑖𝑎𝑎�𝑧𝑧𝑧exp��𝑧𝑧� � 𝑖𝑖 
� 𝑧𝑎𝑎�𝑧exp��

�𝑧𝑧�𝑧𝑧𝑧𝑧���� 

and the correct equation should take the following form 

𝑧� � 𝑖𝑖 �𝑎𝑎� � 𝑎𝑎�

� � �� � ��𝑚𝑚

� �𝑚𝑚 � exp��𝑧𝑧� � 𝑖𝑖𝑎𝑎�𝑧𝑧𝑧exp��𝑧𝑧� � 𝑖𝑖 
�


𝑎𝑎�𝑧exp���𝑧𝑧�𝑧𝑧𝑧𝑧���� 

The above two equations differ in the form of their third terms which are correlated by the 
following expression 
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�

𝑖𝑖�� 𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧���� 

After applying the boundary conditions to the general solution, Yamamoto et al. [19] 
presented a particular solution for both components of the soil skeleton displacement and the 
pore-fluid pressure. Unfortunately, based on the above mentioned Author’s derivation 
procedure applied to Yamamoto’s [19] way of solution, it has been found that the particular 
solution for the vertical displacement of soil skeleton is wrong as well, as given consequently 
by (see the original Eq. (3.13b) in [19], p. 198; please note that the original notation is kept) 

� � ��� � 𝑚𝑚� � �� � 2����� � 𝑖𝑖���
��� � 𝑖𝑖�� � 𝑚𝑚��� � exp��𝑧𝑧� �𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧

� �� � 𝑚𝑚��

��� � 𝑖𝑖�� � 𝑚𝑚���� 𝑧𝑧𝑧exp��𝑧𝑧� �𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧

� 𝑚𝑚�� � ���
��� � 𝑖𝑖�� � 𝑚𝑚��� 𝑧exp��

�𝑧𝑧�� 𝑝𝑝�
2𝐺𝐺 exp�𝑖𝑖��� � ����𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧���� 

whereas the correct equation should be presented as follows 

� � ��� � 𝑚𝑚� � �� � 2����� � 𝑖𝑖���
��� � 𝑖𝑖�� � 𝑚𝑚��� � exp��𝑧𝑧� �𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧

� �� � 𝑚𝑚��

��� � 𝑖𝑖�� � 𝑚𝑚���� 𝑧𝑧𝑧exp��𝑧𝑧� �𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧

� 𝑚𝑚�� � ���
��� � 𝑖𝑖�� � 𝑚𝑚��� 𝑧exp��

�𝑧𝑧�� 𝑝𝑝�
2𝐺𝐺 exp�𝑖𝑖��� � ����𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧���� 

The difference between Eqs. (17) and (18) can be seen by comparing their second terms in 
curly brackets; the second term in the wrong Yamamoto’s [19] Eq. (17) is negatively signed 
whereas the second term in the correct Eq. (18), derived solely by the Author, must be signed 
positively. 

The above mentioned two errors could not be discovered by Yamamoto et al. [19] probably 
because they presented results of computations only with respect to the pore-fluid pressure 
(both amplitude and phase-lag of pore-fluid pressure oscillations). However, if one wants to 
derive the wave-induced effective normal stress components, ���  and ��� , and the wave-induced 
shear stress component, ���, based on the wrong particular solution published by Yamamoto et 
al. [19], the results obtained will be consequently burdened with an error. 

In order to illustrate the meaning of the second error discovered, illustrative and comparative 
computations were performed, using the formerly presented set of input-data together with the 
following additional parameters and their values: shear modulus of soil G = 104 kPa, degree of 

(17)

whereas the correct equation should be presented as follows

� � 𝑖𝑖 �𝑎𝑎� � 𝑎𝑎�

� � �� � ��𝑚𝑚

� �𝑚𝑚 � exp��𝑧𝑧� � 𝑖𝑖𝑎𝑎�𝑧𝑧𝑧exp��𝑧𝑧� � 𝑖𝑖 
� 𝑧𝑎𝑎�𝑧exp��

�𝑧𝑧�𝑧𝑧𝑧𝑧���� 

and the correct equation should take the following form 

𝑧� � 𝑖𝑖 �𝑎𝑎� � 𝑎𝑎�

� � �� � ��𝑚𝑚

� �𝑚𝑚 � exp��𝑧𝑧� � 𝑖𝑖𝑎𝑎�𝑧𝑧𝑧exp��𝑧𝑧� � 𝑖𝑖 
�


𝑎𝑎�𝑧exp���𝑧𝑧�𝑧𝑧𝑧𝑧���� 

The above two equations differ in the form of their third terms which are correlated by the 
following expression 
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𝑖𝑖�� 𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧���� 

After applying the boundary conditions to the general solution, Yamamoto et al. [19] 
presented a particular solution for both components of the soil skeleton displacement and the 
pore-fluid pressure. Unfortunately, based on the above mentioned Author’s derivation 
procedure applied to Yamamoto’s [19] way of solution, it has been found that the particular 
solution for the vertical displacement of soil skeleton is wrong as well, as given consequently 
by (see the original Eq. (3.13b) in [19], p. 198; please note that the original notation is kept) 

� � ��� � 𝑚𝑚� � �� � 2����� � 𝑖𝑖���
��� � 𝑖𝑖�� � 𝑚𝑚��� � exp��𝑧𝑧� �𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧

� �� � 𝑚𝑚��

��� � 𝑖𝑖�� � 𝑚𝑚���� 𝑧𝑧𝑧exp��𝑧𝑧� �𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧

� 𝑚𝑚�� � ���
��� � 𝑖𝑖�� � 𝑚𝑚��� 𝑧exp��

�𝑧𝑧�� 𝑝𝑝�
2𝐺𝐺 exp�𝑖𝑖��� � ����𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧���� 

whereas the correct equation should be presented as follows 

� � ��� � 𝑚𝑚� � �� � 2����� � 𝑖𝑖���
��� � 𝑖𝑖�� � 𝑚𝑚��� � exp��𝑧𝑧� �𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧

� �� � 𝑚𝑚��

��� � 𝑖𝑖�� � 𝑚𝑚���� 𝑧𝑧𝑧exp��𝑧𝑧� �𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧

� 𝑚𝑚�� � ���
��� � 𝑖𝑖�� � 𝑚𝑚��� 𝑧exp��

�𝑧𝑧�� 𝑝𝑝�
2𝐺𝐺 exp�𝑖𝑖��� � ����𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧���� 

The difference between Eqs. (17) and (18) can be seen by comparing their second terms in 
curly brackets; the second term in the wrong Yamamoto’s [19] Eq. (17) is negatively signed 
whereas the second term in the correct Eq. (18), derived solely by the Author, must be signed 
positively. 

The above mentioned two errors could not be discovered by Yamamoto et al. [19] probably 
because they presented results of computations only with respect to the pore-fluid pressure 
(both amplitude and phase-lag of pore-fluid pressure oscillations). However, if one wants to 
derive the wave-induced effective normal stress components, ���  and ��� , and the wave-induced 
shear stress component, ���, based on the wrong particular solution published by Yamamoto et 
al. [19], the results obtained will be consequently burdened with an error. 

In order to illustrate the meaning of the second error discovered, illustrative and comparative 
computations were performed, using the formerly presented set of input-data together with the 
following additional parameters and their values: shear modulus of soil G = 104 kPa, degree of 

(18)

The difference between Eqs. (17) and (18) can be seen by 
comparing their second terms in curly brackets; the second 
term in the wrong Yamamoto’s [19] Eq. (17) is negatively 
signed whereas the second term in the correct Eq. (18), derived 
solely by the Author, must be signed positively.

The above mentioned two errors could not be discovered 
by Yamamoto et al. [19] probably because they presented 
results of computations only with respect to the pore-fluid 
pressure (both amplitude and phase-lag of pore-fluid pressure 
oscillations). However, if one wants to derive the wave-induced 
effective normal stress components, 

� � 𝑖𝑖 �𝑎𝑎� � 𝑎𝑎�

� � �� � ��𝑚𝑚

� �𝑚𝑚 � exp��𝑧𝑧� � 𝑖𝑖𝑎𝑎�𝑧𝑧𝑧exp��𝑧𝑧� � 𝑖𝑖 
� 𝑧𝑎𝑎�𝑧exp��

�𝑧𝑧�𝑧𝑧𝑧𝑧���� 

and the correct equation should take the following form 

𝑧� � 𝑖𝑖 �𝑎𝑎� � 𝑎𝑎�

� � �� � ��𝑚𝑚

� �𝑚𝑚 � exp��𝑧𝑧� � 𝑖𝑖𝑎𝑎�𝑧𝑧𝑧exp��𝑧𝑧� � 𝑖𝑖 
�


𝑎𝑎�𝑧exp���𝑧𝑧�𝑧𝑧𝑧𝑧���� 

The above two equations differ in the form of their third terms which are correlated by the 
following expression 
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𝑖𝑖�� 𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧���� 

After applying the boundary conditions to the general solution, Yamamoto et al. [19] 
presented a particular solution for both components of the soil skeleton displacement and the 
pore-fluid pressure. Unfortunately, based on the above mentioned Author’s derivation 
procedure applied to Yamamoto’s [19] way of solution, it has been found that the particular 
solution for the vertical displacement of soil skeleton is wrong as well, as given consequently 
by (see the original Eq. (3.13b) in [19], p. 198; please note that the original notation is kept) 

� � ��� � 𝑚𝑚� � �� � 2����� � 𝑖𝑖���
��� � 𝑖𝑖�� � 𝑚𝑚��� � exp��𝑧𝑧� �𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧
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��� � 𝑖𝑖�� � 𝑚𝑚���� 𝑧𝑧𝑧exp��𝑧𝑧� �𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧
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2𝐺𝐺 exp�𝑖𝑖��� � ����𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧���� 

whereas the correct equation should be presented as follows 

� � ��� � 𝑚𝑚� � �� � 2����� � 𝑖𝑖���
��� � 𝑖𝑖�� � 𝑚𝑚��� � exp��𝑧𝑧� �𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧
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� 𝑚𝑚�� � ���
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�𝑧𝑧�� 𝑝𝑝�
2𝐺𝐺 exp�𝑖𝑖��� � ����𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧𝑧���� 

The difference between Eqs. (17) and (18) can be seen by comparing their second terms in 
curly brackets; the second term in the wrong Yamamoto’s [19] Eq. (17) is negatively signed 
whereas the second term in the correct Eq. (18), derived solely by the Author, must be signed 
positively. 

The above mentioned two errors could not be discovered by Yamamoto et al. [19] probably 
because they presented results of computations only with respect to the pore-fluid pressure 
(both amplitude and phase-lag of pore-fluid pressure oscillations). However, if one wants to 
derive the wave-induced effective normal stress components, ���  and ��� , and the wave-induced 
shear stress component, ���, based on the wrong particular solution published by Yamamoto et 
al. [19], the results obtained will be consequently burdened with an error. 

In order to illustrate the meaning of the second error discovered, illustrative and comparative 
computations were performed, using the formerly presented set of input-data together with the 
following additional parameters and their values: shear modulus of soil G = 104 kPa, degree of 

 and the wave-
induced shear stress component, 

� � 𝑖𝑖 �𝑎𝑎� � 𝑎𝑎�

� � �� � ��𝑚𝑚

� �𝑚𝑚 � exp��𝑧𝑧� � 𝑖𝑖𝑎𝑎�𝑧𝑧𝑧exp��𝑧𝑧� � 𝑖𝑖 
� 𝑧𝑎𝑎�𝑧exp��

�𝑧𝑧�𝑧𝑧𝑧𝑧���� 

and the correct equation should take the following form 

𝑧� � 𝑖𝑖 �𝑎𝑎� � 𝑎𝑎�

� � �� � ��𝑚𝑚

� �𝑚𝑚 � exp��𝑧𝑧� � 𝑖𝑖𝑎𝑎�𝑧𝑧𝑧exp��𝑧𝑧� � 𝑖𝑖 
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The above two equations differ in the form of their third terms which are correlated by the 
following expression 
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� 
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𝑧�� � �
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After applying the boundary conditions to the general solution, Yamamoto et al. [19] 
presented a particular solution for both components of the soil skeleton displacement and the 
pore-fluid pressure. Unfortunately, based on the above mentioned Author’s derivation 
procedure applied to Yamamoto’s [19] way of solution, it has been found that the particular 
solution for the vertical displacement of soil skeleton is wrong as well, as given consequently 
by (see the original Eq. (3.13b) in [19], p. 198; please note that the original notation is kept) 
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� 𝑚𝑚�� � ���
��� � 𝑖𝑖�� � 𝑚𝑚��� 𝑧exp��

�𝑧𝑧�� 𝑝𝑝�
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whereas the correct equation should be presented as follows 
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The difference between Eqs. (17) and (18) can be seen by comparing their second terms in 
curly brackets; the second term in the wrong Yamamoto’s [19] Eq. (17) is negatively signed 
whereas the second term in the correct Eq. (18), derived solely by the Author, must be signed 
positively. 

The above mentioned two errors could not be discovered by Yamamoto et al. [19] probably 
because they presented results of computations only with respect to the pore-fluid pressure 
(both amplitude and phase-lag of pore-fluid pressure oscillations). However, if one wants to 
derive the wave-induced effective normal stress components, ���  and ��� , and the wave-induced 
shear stress component, ���, based on the wrong particular solution published by Yamamoto et 
al. [19], the results obtained will be consequently burdened with an error. 

In order to illustrate the meaning of the second error discovered, illustrative and comparative 
computations were performed, using the formerly presented set of input-data together with the 
following additional parameters and their values: shear modulus of soil G = 104 kPa, degree of 

, based on the wrong 
particular solution published by Yamamoto et al. [19], the 
results obtained will be consequently burdened with an error.

In order to illustrate the meaning of the second error 
discovered, illustrative and comparative computations 
were performed, using the formerly presented set of input-
data together with the following additional parameters 
and their values: shear modulus of soil G = 104 kPa, degree 
of soil saturation Sr = 1.0, 0.999, 0.99, 0.9, and Poisson’s 
ratio of soil ν = 0.33. Vertical distributions of the relative 
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(and dimensionless) amplitude of wave-induced vertical 
displacement of soil, 

soil saturation Sr = 1.0, 0.999, 0.99, 0.9, and Poisson's ratio of soil  = 0.33. Vertical 
distributions of the relative (and dimensionless) amplitude of wave-induced vertical 
displacement of soil, 𝑢𝑢�� � 𝑢𝑢��/�𝑃𝑃�/������ � ���𝑢𝑢��/𝑃𝑃�, are shown in Fig. 4 for different soil 
saturation conditions modelled by the degree of soil saturation. The pore-fluid compressibility 
was computed using the following formula proposed by Verruijt [18] 

 � � � 1 � 𝑆𝑆�
𝑃𝑃�

     for   𝑆𝑆� � ����                                                �19� 

where:  = compressibility of pore-fluid [m2/kN], w = compressibility of pure pore-water 
(seawater without air-bubles content) [m2/kN], Sr = degree of soil saturation [‒], 𝑃𝑃� � 𝑝𝑝�� � 𝑝𝑝� 
= absolute hydrostatic pressure at the computational point in the seabed (usually at the seabed 
surface) [kPa], pat = atmospheric pressure (pat = 101,325 kPa), ph = hydrostatic pressure at the 
computational point in the seabed (usually at the seabed surface for which 𝑝𝑝� � �ℎ) [kPa], w 
= unit weight of seawater [kN/m3], h = water depth [m]. 

 

 

Fig. 4. Vertical distributions of the amplitude of wave-induced vertical displacement of soil 
skeleton; solid lines — Author’s corrected solution given in Eq. (18), dashed lines — 

incorrect original solution by Yamamoto et al. [19] given in Eq. (17) 

The difference between the wrong solution by Yamamoto et al. [19] (see Eq. (17)) and the 
correct solution obtained by the Author of the present paper (see Eq. (18)) is obvious and very 
meaningful. The quality of the Author's computations has been proved by performing additional 
computations based on Madsen's [6] analytical solution where a full agreement has been 
achieved. 
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where: β = compressibility of pore-f luid [m2/kN], 
βw = compressibility of pure pore-water (seawater without 
air-bubles content) [m2/kN], Sr = degree of soil saturation 
[‒], Ph  =  pat + ph = absolute hydrostatic pressure at the 
computational point in the seabed (usually at the seabed 
surface) [kPa], pat = atmospheric pressure (pat = 101,325 kPa), 
ph = hydrostatic pressure at the computational point in the 
seabed (usually at the seabed surface for for which ph = γwh) 
[kPa], γw = unit weight of seawater [kN/m3], h = water depth 
[m].

= unit weight of seawater [kN/m3], h = water depth [m].
Fig. 4. Vertical distributions of the amplitude of wave-induced vertical 

displacement of soil skeleton; solid lines — Author’s corrected solution given 
in Eq. (18), dashed lines — incorrect original solution by Yamamoto et al. [19] 

given in Eq. (17)

The difference between the wrong solution by Yamamoto et 
al. [19] (see Eq. (17)) and the correct solution obtained by the 
Author of the present paper (see Eq. (18)) is obvious and very 
meaningful. The quality of the Author’s computations has 
been proved by performing additional computations based 
on Madsen’s [6] analytical solution where a full agreement 
has been achieved.

SOLUTION BY MADSEN [6]

Madsen [6], as the second scientist (paper published in 
December 1978), presented a theory of the wave-induced cyclic 
seabed response and derived his own “infinite thickness” 
analytical solution, assuming the two-phase seabed medium 
to be compressible (see Tab. 1). Madsen [6] was also the first 

who published resultant equations of the particular solution 
for a full set of six wave-induced parameters: pore-fluid 
pressure, two soil displacement components, two effective 
normal stress components and one shear stress component.

According to the best knowledge of the Author of present 
paper, Madsen’s [6] theory and his analytical solutions for 
the above mentioned wave-induced parameters are perfect 
(clearly presented and completely free of errors) in relation 
with all other similar solutions considered and discussed in 
the present paper. Although the final equations are perfect, 
it is interesting to emphasize that Madsen [6] used a kind of 
“hybrid method” when formulating the governing problem; 
the solid mechanics sign notation for strains was used whereas 
the stress-strain relationships were obtained by artificial 
“attaching” a negative sign (‒) to the right-hand sides of the 
stress-strain equations, allowing thereby switching into the 
soil mechanics sign convention, as described in [3, 8].

SOLUTION BY OKUSA [13]

Okusa [13], followed the work by Yamamoto et al. [19] and 
Madsen [6] and, assuming hydraulically isotropic seabed 
consisting of two compressible phases (see Tab. 1), presented 
his own “infinite thickness” analytical solution obtained 
only for the wave-induced pore-fluid pressure and effective 
normal and shear stress components.

Jeng [3, 4] noted that the considerations presented by 
Okusa [13] had been based on plane stress conditions (see 
in [3], p. 11, and repeatedly in [4], p. 8). It has to be stressed 
that this statement is completely wrong; a closer study of the 
paper by Okusa [13] reveals that the volumetric strain of soil 
skeleton, appearing in the equation of mass conservation of 
fluid (so-called the storage equation), is given under plain 
strain conditions (see the original Eq. (2) in [13], p. 519); 
exactly the same situation is with the compatibility equation 
(see the original Eq. (8) in  [13], p. 520) which reflects the plain 
strain conditions evidently.

The equations for the real-valued wave-induced pore-fluid 
pressure and the phase-lag of pore-fluid pressure oscillations 
(see the original Eq. (48) in [13], p. 525), obtained by Okusa 
[13] as a simplified approximate solution (due to abandoning 
the negligibly small terms), are as follows (please note that 
the original notation is kept):

        (20a)

     (20b)

Based on the computational analysis performed by the 
Author, it must be stressed that the momentary pore-fluid 
pressure results, obtained by using Eq. (20a) together with 
Eq. (20b), are correct. However, these equations separately 
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must be evaluated as incorrect from the formal analytical 
point of view. The term cos (ax – ωt – δ) informs that the 
pore-fluid pressure oscillations within the seabed precede the 
hydrodynamic pressure oscillations at the seabed surface (z 
= 0) which, of course, contradicts with formerly described 
phase-lag definition (see Eq. (9b)). The momentary pore-
fluid pressure, computed from the combination of Eqs. (20a) 
and (20b), are coincidentally correct just because Eq. (20b) 
gives the values which are opposite to those which are really 
expected from the derivation procedure performed properly.

The equation for the momentary pore-fluid pressure, 
written in terms of a complex function, has the following 
form (see the original Eqs. (23) and (42) in [13], pp. 521 and 
523, respectively; please note that the original notation is 
kept) [13]

     (21)

Based on Eq. (21), adopting the form of Eq. (9b), using 
the fundamental equations for the absolute value and the 
argument of a complex number, remembering that the cosine 
function is an even function and the sine function is an odd 
function, and assuming a convenient value of the water-wave 
phase angle Θ = kx − ωt = 0, the following should be easily 
derived:

     (22a)

     (22b)

If positive values of the phase-lag of wave-induced pore-
fluid pressure oscillations should classically denote a certain 
delay of the pore-fluid pressure oscillations with respect to 
the surface water-wave oscillations (or the hydrodynamic 
pressure oscillations at the seabed surface; see Fig. 2) — and 
this is the case confirmed by graphical presentation in the 
original Figs. 6 and 7 in [13], pp. 526‒527 — the phase-angle 
term, responsible for the cyclic character of the phenomena 
under consideration, should be rather written as (ax – ωt + δp) 
(please note that ), as presented in Eqs. (9b) and (22a), 
and not in the form of (ax – ωt – δp) used by Okusa [13] (see 
Eq. (20a)).

In order to perform illustrative computations of the wave-
induced pore-fluid pressure, the following set of input-data 
was chosen after Okusa’s [13] paper: wave period T = 15 s, water 
depth h = 20 m, wavelength L = 197.53 m (sinusoidal wave 
theory), volume compressibility of soil α = 9.18×10-4 m2/kN, 
porosity of soil n = 0.5, Poisson’s ratio of soil ν = 0.3 and 
Skempton’s pore-fluid pressure coefficient B = 1.0, 0.9, 0.8, 0.7, 
0.6, 0.5. The values of other required parameters: K, βw, γw and 
pat were assumed as in the previously presented computational 
examples. A family of vertical distributions of the relative 
(and dimensionless) amplitude of wave-induced pore-fluid 

pressure,

and (20b) are coincidentally correct just because Eq. (20b) gives the values which are opposite 
to those which are really expected from the derivation procedure performed properly. 

The equation for the momentary pore-fluid pressure, written in terms of a complex function, 
has the following form (see the original Eqs. (23) and (42) in [13], pp. 521 and 523, respectively; 
please note that the original notation is kept) [13] 

� � 𝐵𝐵�� exp�𝑎𝑎𝑎𝑎� exp�𝑖𝑖��� � ���� � �1 � 𝐵𝐵�� � exp��𝑎𝑎� exp�𝑖𝑖��� � �� � �𝑎𝑎��      �21� 

Based on Eq. (21), adopting the form of Eq. (9b), using the fundamental equations for the 
absolute value and the argument of a complex number, remembering that the cosine function is 
an even function and the sine function is an odd function, and assuming a convenient value of 
the water-wave phase angle  = kx  t = 0, the following should be easily derived: 

� � ���1 � 𝐵𝐵1′ � exp�1𝑎𝑎� sin�2𝑎𝑎��2 �                                                                            

                  � �𝐵𝐵1′ exp�𝑎𝑎𝑎𝑎� � �1 � 𝐵𝐵1′ � exp�1𝑎𝑎� cos�2𝑎𝑎��2�
1/2

cos �𝑎𝑎� � � � �           �22a�
 

tan  � � �1 � 𝐵𝐵�� � exp��𝑎𝑎� sin��𝑎𝑎�
𝐵𝐵�� exp�𝑎𝑎𝑎𝑎� � �1 � 𝐵𝐵��� exp��𝑎𝑎� cos��𝑎𝑎�                                �22b� 

If positive values of the phase-lag of wave-induced pore-fluid pressure oscillations should 
classically denote a certain delay of the pore-fluid pressure oscillations with respect to the 
surface water-wave oscillations (or the hydrodynamic pressure oscillations at the seabed 
surface; see Fig. 2) — and this is the case confirmed by graphical presentation in the original 
Figs. 6 and 7 in [13], pp. 526‒527 — the phase-angle term, responsible for the cyclic character 
of the phenomena under consideration, should be rather written as (ax – t + p) (please note 
that � ≡  ), as presented in Eqs. (9b) and (22a), and not in the form of (ax – t – p) used by 
Okusa [13] (see Eq. (20a)). 

In order to perform illustrative computations of the wave-induced pore-fluid pressure, the 
following set of input-data was chosen after Okusa's [13] paper: wave period T = 15 s, water 
depth h = 20 m, wavelength L = 197.53 m (sinusoidal wave theory), volume compressibility of 
soil  = 9.18×10-4 m2/kN, porosity of soil n = 0.5, Poisson's ratio of soil  = 0.3 and Skempton's 
pore-fluid pressure coefficient B = 1.0, 0.9, 0.8, 0.7, 0.6, 0.5. The values of other required 
parameters: K, w, w and pat were assumed as in the previously presented computational 
examples. A family of vertical distributions of the relative (and dimensionless) amplitude of 
wave-induced pore-fluid pressure, �̅�𝑝 � 𝑝𝑝�/��, is shown in Fig. 5 for several different soil 
saturation conditions modelled by Skempton's coefficient, B. 

A comparison analysis has revealed that Okusa's [13] results, obtained from his simplified 
approximate solution and presented in a graphical form, are lacking in accuracy. The original 
Fig. 4 in [13], p. 524, and also the original Fig. 5 in [13], p. 525 (obtained for another set of 
input data), do not show a very characteristic disturbance of monotonicity of the curves in the 
uppermost zone of the seabed, as indicated in Fig. 5(a) of the present analysis. As far as the 
distribution of phase-lag of the wave-induced pore-fluid pressure oscillations is concerned (see 
Fig. 5(b)), maximum values are underestimated by factor one-third in Okusa's [13] illustrations, 
presented in the original Fig. 6, p. 526, and also in the original Fig. 7, p. 527 (obtained for 
another set of input data). It seems that these meaningful discrepancies can be explained by 
insufficient hardware computational capabilities existing almost four decades ago. As before, 
the quality of the Author's computations has been proved by additional computations based on 
Madsen's [6] analytical solution, achieving a highly satisfactory agreement. 
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saturation conditions modelled by Skempton’s coefficient, B.

A comparison analysis has revealed that Okusa’s [13] 
results, obtained from his simplified approximate solution 
and presented in a graphical form, are lacking in accuracy. 
The original Fig. 4 in [13], p. 524, and also the original Fig. 5 
in [13], p. 525 (obtained for another set of input data), do 
not show a very characteristic disturbance of monotonicity 
of the curves in the uppermost zone of the seabed, as 
indicated in Fig. 5(a) of the present analysis. As far as the 
distribution of phase-lag of the wave-induced pore-fluid 
pressure oscillations is concerned (see Fig. 5(b)), maximum 
values are underestimated by factor one-third in Okusa’s 
[13] illustrations, presented in the original Fig. 6, p. 526, and 
also in the original Fig. 7, p. 527 (obtained for another set of 
input data). It seems that these meaningful discrepancies 
can be explained by insufficient hardware computational 
capabilities existing almost four decades ago. As before, the 
quality of the Author’s computations has been proved by 
additional computations based on Madsen’s [6] analytical 
solution, achieving a highly satisfactory agreement.

Fig. 5. Vertical distributions of the amplitude and the phase-lag of wave-
induced pore-fluid pressure oscillations computed using Okusa’s [13] exact 

and approximate forms of his analytical solution
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SOLUTIONS BY HSU AND JENG [2], JENG AND HSU [5], 
JENG [3, 4]

Hsu and Jeng [2] and Jeng and Hsu [5] presented the 
three-dimensional governing partial differential equations 
(the static force and moment equilibrium equations together 
with the storage equation), clearly indicating the use of the 
solid mechanics sign convention for stresses throughout 
their papers; this was also certified by the stress block in 
the original Fig. 2 in [2], p. 789. The form of equations for 
the wave-induced effective normal stress and shear stress 
components also indicate the use of the solid mechanics 
sign convention. Surprisingly, Jeng and Hsu [5], p. 430, 
wrote: “A positive sign is used in the present paper, as in 
equations (7)‒(12), i.e. compressive stresses are defined as 
positive”. Nothing could be further from the truth. The form 
of equilibrium equations and equations for the wave-induced 
stress components, given by Jeng and Hsu [5], indicates clearly 
that the solid mechanics sign convention was used by them. 
Therefore, the solution obtained by Jeng and Hsu [5] for a fully 
saturated and isotropic soil of infinite thickness should follow 
strictly the solution presented by Yamamoto et al. [19], of 
course after transformation of the latter to the positive z-axis 
directed upwards and setting the water-wave propagation 
direction to be consistent with the positive Ox-axis direction. 
This finding makes a clear contradiction between what Jeng 
and Hsu [5] wrote in the text (please recall the above citation) 
and what they presented in the equations of their original 
paper. 

Jeng [3] used exactly the same assumptions as Hsu and 
Jeng [2] and Jeng and Hsu [5]. However, among seven basic 
assumptions indicated in his book there is no any information 
regarding the sign convention applied. Again, it can only 
be deducted from the form of the equilibrium equations 
(see the original Eqs. (3.10)‒(3.12) in [3], pp. 37‒38) and the 
stress block in the soil element, presented in the original 
Fig. 3.2 in [3], p. 38, that the solid mechanics sign convention 
is used throughout Chapter 3 of the book by Jeng [3]. Jeng’s 
[3] solution, obtained for fully saturated and hydraulically 
isotropic seabed of infinite thickness, after transforming it 
into the two-dimensional case and real-valued functions, 
and adopting the notation used in the present paper, can be 
presented as follows:

and Hsu [5], p. 430, wrote: “A positive sign is used in the present paper, as in equations (7)‒
(12), i.e. compressive stresses are defined as positive”. Nothing could be further from the truth. 
The form of equilibrium equations and equations for the wave-induced stress components, 
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finding makes a clear contradiction between what Jeng and Hsu [5] wrote in the text (please 
recall the above citation) and what they presented in the equations of their original paper.  

Jeng [3] used exactly the same assumptions as Hsu and Jeng [2] and Jeng and Hsu [5]. 
However, among seven basic assumptions indicated in his book there is no any information 
regarding the sign convention applied. Again, it can only be deducted from the form of the 
equilibrium equations (see the original Eqs. (3.10)‒(3.12) in [3], pp. 37‒38) and the stress block 
in the soil element, presented in the original Fig. 3.2 in [3], p. 38, that the solid mechanics sign 
convention is used throughout Chapter 3 of the book by Jeng [3]. Jeng's [3] solution, obtained 
for fully saturated and hydraulically isotropic seabed of infinite thickness, after transforming it 
into the two-dimensional case and real-valued functions, and adopting the notation used in the 
present paper, can be presented as follows: 

�
� ≝ ���

𝑃𝑃� � ����������� ������ � 𝑡𝑡������������������������������������������ 

�
� ≝ ���

𝑃𝑃� � ����������� ������ � 𝑡𝑡������������������������������������������ 

��� ≝ ���
𝑃𝑃� � ����������� ������ � 𝑡𝑡������������������������������������������ 

It can be easily recognised that the above solution differs from the solution given in the 
original Eqs. (47), (49) and (50), pp. 432‒433, published formerly by Jeng and Hsu [5]. The 
wave-induced effective vertical normal stress, �

� , which should obviously be compressive 
under the wave crest (e.g. for the surface water-wave phase-angle   = kx  t = 0), this time 
will always have non-negative values for z  0, as it is always in the case of soil mechanics sign 
convention. But this is not the sign convention used by Jeng [3]. The solution to the wave-
induced effective vertical normal stress in the soil, given in Eq. (23b), must be evaluated as a 
wrong one. The signs of other stresses, �

�  and ���, described by Eqs. (23a) and (23c), are in 
line with the solid mechanics sign convention. Such mixture of two different sign conventions 
in one set of solution equations is unacceptable, leading very often to many misunderstandings 
and mistakes, and is not recommended for any practical use. 

It has also been found that the original Eqs. (2.46)‒(2.48) in [4], p. 45, describing the soil 
stress components in terms of complex functions, are erroneous because: there is a conflict of 
units in Eq. (2.46), and the common coefficient 𝐶𝐶�, appearing in the original Eqs. (2.46)‒(2.48) 
and given in the original Eq. (2.51) in [4], p. 46, does not become equal to unity as it should be 
when fully saturated soil conditions (practically denoting incompressibility of the pore-fluid) 
are assumed. 

 

CONCLUSIONS 

(23a)

and Hsu [5], p. 430, wrote: “A positive sign is used in the present paper, as in equations (7)‒
(12), i.e. compressive stresses are defined as positive”. Nothing could be further from the truth. 
The form of equilibrium equations and equations for the wave-induced stress components, 
given by Jeng and Hsu [5], indicates clearly that the solid mechanics sign convention was used 
by them. Therefore, the solution obtained by Jeng and Hsu [5] for a fully saturated and isotropic 
soil of infinite thickness should follow strictly the solution presented by Yamamoto et al. [19], 
of course after transformation of the latter to the positive z-axis directed upwards and setting 
the water-wave propagation direction to be consistent with the positive Ox-axis direction. This 
finding makes a clear contradiction between what Jeng and Hsu [5] wrote in the text (please 
recall the above citation) and what they presented in the equations of their original paper.  

Jeng [3] used exactly the same assumptions as Hsu and Jeng [2] and Jeng and Hsu [5]. 
However, among seven basic assumptions indicated in his book there is no any information 
regarding the sign convention applied. Again, it can only be deducted from the form of the 
equilibrium equations (see the original Eqs. (3.10)‒(3.12) in [3], pp. 37‒38) and the stress block 
in the soil element, presented in the original Fig. 3.2 in [3], p. 38, that the solid mechanics sign 
convention is used throughout Chapter 3 of the book by Jeng [3]. Jeng's [3] solution, obtained 
for fully saturated and hydraulically isotropic seabed of infinite thickness, after transforming it 
into the two-dimensional case and real-valued functions, and adopting the notation used in the 
present paper, can be presented as follows: 

�
� ≝ ���

𝑃𝑃� � ����������� ������ � 𝑡𝑡������������������������������������������ 

�
� ≝ ���

𝑃𝑃� � ����������� ������ � 𝑡𝑡������������������������������������������ 

��� ≝ ���
𝑃𝑃� � ����������� ������ � 𝑡𝑡������������������������������������������ 

It can be easily recognised that the above solution differs from the solution given in the 
original Eqs. (47), (49) and (50), pp. 432‒433, published formerly by Jeng and Hsu [5]. The 
wave-induced effective vertical normal stress, �

� , which should obviously be compressive 
under the wave crest (e.g. for the surface water-wave phase-angle   = kx  t = 0), this time 
will always have non-negative values for z  0, as it is always in the case of soil mechanics sign 
convention. But this is not the sign convention used by Jeng [3]. The solution to the wave-
induced effective vertical normal stress in the soil, given in Eq. (23b), must be evaluated as a 
wrong one. The signs of other stresses, �

�  and ���, described by Eqs. (23a) and (23c), are in 
line with the solid mechanics sign convention. Such mixture of two different sign conventions 
in one set of solution equations is unacceptable, leading very often to many misunderstandings 
and mistakes, and is not recommended for any practical use. 

It has also been found that the original Eqs. (2.46)‒(2.48) in [4], p. 45, describing the soil 
stress components in terms of complex functions, are erroneous because: there is a conflict of 
units in Eq. (2.46), and the common coefficient 𝐶𝐶�, appearing in the original Eqs. (2.46)‒(2.48) 
and given in the original Eq. (2.51) in [4], p. 46, does not become equal to unity as it should be 
when fully saturated soil conditions (practically denoting incompressibility of the pore-fluid) 
are assumed. 

 

CONCLUSIONS 

(23b)

and Hsu [5], p. 430, wrote: “A positive sign is used in the present paper, as in equations (7)‒
(12), i.e. compressive stresses are defined as positive”. Nothing could be further from the truth. 
The form of equilibrium equations and equations for the wave-induced stress components, 
given by Jeng and Hsu [5], indicates clearly that the solid mechanics sign convention was used 
by them. Therefore, the solution obtained by Jeng and Hsu [5] for a fully saturated and isotropic 
soil of infinite thickness should follow strictly the solution presented by Yamamoto et al. [19], 
of course after transformation of the latter to the positive z-axis directed upwards and setting 
the water-wave propagation direction to be consistent with the positive Ox-axis direction. This 
finding makes a clear contradiction between what Jeng and Hsu [5] wrote in the text (please 
recall the above citation) and what they presented in the equations of their original paper.  

Jeng [3] used exactly the same assumptions as Hsu and Jeng [2] and Jeng and Hsu [5]. 
However, among seven basic assumptions indicated in his book there is no any information 
regarding the sign convention applied. Again, it can only be deducted from the form of the 
equilibrium equations (see the original Eqs. (3.10)‒(3.12) in [3], pp. 37‒38) and the stress block 
in the soil element, presented in the original Fig. 3.2 in [3], p. 38, that the solid mechanics sign 
convention is used throughout Chapter 3 of the book by Jeng [3]. Jeng's [3] solution, obtained 
for fully saturated and hydraulically isotropic seabed of infinite thickness, after transforming it 
into the two-dimensional case and real-valued functions, and adopting the notation used in the 
present paper, can be presented as follows: 

�
� ≝ ���

𝑃𝑃� � ����������� ������ � 𝑡𝑡������������������������������������������ 

�
� ≝ ���

𝑃𝑃� � ����������� ������ � 𝑡𝑡������������������������������������������ 

��� ≝ ���
𝑃𝑃� � ����������� ������ � 𝑡𝑡������������������������������������������ 

It can be easily recognised that the above solution differs from the solution given in the 
original Eqs. (47), (49) and (50), pp. 432‒433, published formerly by Jeng and Hsu [5]. The 
wave-induced effective vertical normal stress, �

� , which should obviously be compressive 
under the wave crest (e.g. for the surface water-wave phase-angle   = kx  t = 0), this time 
will always have non-negative values for z  0, as it is always in the case of soil mechanics sign 
convention. But this is not the sign convention used by Jeng [3]. The solution to the wave-
induced effective vertical normal stress in the soil, given in Eq. (23b), must be evaluated as a 
wrong one. The signs of other stresses, �

�  and ���, described by Eqs. (23a) and (23c), are in 
line with the solid mechanics sign convention. Such mixture of two different sign conventions 
in one set of solution equations is unacceptable, leading very often to many misunderstandings 
and mistakes, and is not recommended for any practical use. 

It has also been found that the original Eqs. (2.46)‒(2.48) in [4], p. 45, describing the soil 
stress components in terms of complex functions, are erroneous because: there is a conflict of 
units in Eq. (2.46), and the common coefficient 𝐶𝐶�, appearing in the original Eqs. (2.46)‒(2.48) 
and given in the original Eq. (2.51) in [4], p. 46, does not become equal to unity as it should be 
when fully saturated soil conditions (practically denoting incompressibility of the pore-fluid) 
are assumed. 

 

CONCLUSIONS 

(23c)

It can be easily recognised that the above solution differs 
from the solution given in the original Eqs. (47), (49) and (50), 
pp. 432‒433, published formerly by Jeng and Hsu [5]. The 

wave-induced effective vertical normal stress, , which 
should obviously be compressive under the wave crest (e.g. 
for the surface water-wave phase-angle  Θ = kx − ωt = 0), 
this time will always have non-negative values for z ≤ 0, as 
it is always in the case of soil mechanics sign convention. 
But this is not the sign convention used by Jeng [3]. The 
solution to the wave-induced effective vertical normal stress 
in the soil, given in Eq. (23b), must be evaluated as a wrong 
one. The signs of other stresses,  and , described by 
Eqs. (23a) and (23c), are in line with the solid mechanics sign 
convention. Such mixture of two different sign conventions 
in one set of solution equations is unacceptable, leading very 
often to many misunderstandings and mistakes, and is not 
recommended for any practical use.

It has also been found that the original Eqs. (2.46)‒(2.48) 
in [4], p. 45, describing the soil stress components in terms of 
complex functions, are erroneous because: there is a conflict of 
units in Eq. (2.46), and the common coefficient , appearing 
in the original Eqs. (2.46)‒(2.48) and given in the original 
Eq. (2.51) in [4], p. 46, does not become equal to unity as it 
should be when fully saturated soil conditions (practically 
denoting incompressibility of the pore-fluid) are assumed.

CONCLUSIONS

A closer look has been taken at some selected analytical 
solutions of the wave-induced cyclic response of a porous 
seabed of infinite thickness to the sinusoidal surface water-
wave loading. A thorough analysis has indicated the following 
items:
•	 a perfectly correct analytical solution was published by 

Madsen [6] and obtained for the entire set of six wave-
induced seabed response parameters (pressure, stress and 
displacement components),

•	 some minor corrections are required in the analytical 
solutions delivered by Moshagen and Tørum [12] and 
Okusa [13] as far as the equations for the phase-lag of wave-
induced pore-fluid pressure oscillations are concerned,

•	 unfortunately, there are two meaningful errors in the 
analytical solution given by Yamamoto et al. [19]: one 
in the general solution (i.e. before applying boundary 
conditions) and one in the particular solution (i.e. after 
applying boundary conditions) for the vertical component 
of soil displacement, which makes the Reader impossible to 
obtain, by means of further differentiations, correct forms 
of the linked equations for the soil stress components,

•	 unexpected errors in the analytical “infinite thickness 
solutions” can be caused by problems with a correct 
identification or with a lack of consequences in using only 
one and the same sign convention for stresses in the soil 
matrix, as found in [3]; the other errors detected especially 
in [4], are quite inexplicable.
The correct forms of the erroneous equations has been 

derived personally by the Author and they are included in 
the present paper for comparison purposes.
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