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ABSTRACT

In the field of ocean engineering, the task of spatial hull modelling is one of the most complicated problems in ship 
design. This study presents a procedure applied as a generative approach to the design problems for the hull geometry 
of small vessels using elements of concurrent design with multi-criteria optimisation processes. Based upon widely 
available commercial software, an algorithm for the mathematical formulation of the boundary conditions, the data 
flow during processing and formulae for the optimisation processes are developed. As an example of the application 
of this novel approach, the results for the hull design of a sailing yacht are presented.

Keywords: method; generative design; yacht; optimisation; genetic algorithm

INTRODUCTION

The design process for watercraft, with a wide spectrum 
of types and applications, has evolved over many centuries. 
This activity has always oscillated between art, handcraft 
and science. Most current knowledge in this field has come 
from tradition and experience, with creativity representing 
part of the art and science used for the prediction of design 
performance. In practice, this process is based on the 
knowledge and experience of the designer, who first generates 
or collects various design samples, mostly as two-dimensional 
sketches. There exist many variants of hull shapes that realise 
this set of parameters but all of them should be tested in 
order to choose the best. However, such ideas are not easily 
shaped and each of them may require a serious amount of 
time. In addition, the solutions generated by designers are 
often limited due to the inadequacy of their imagination, 
preconceptions and personal preferences [1].

With the development of computational methods and 
computer-based models, many modern designers have 
rejected their own design intuition and have begun to 

rely more on results from digital devices. Most scientific 
reports in the field of ship design theory deal with very 
advanced modelling systems and calculations, including 
computer fluid dynamics, the finite element method and 
velocity prediction programs, where the results are extremely 
sensitive to the input data and the method of computing 
[2], [3], [4]. Nowadays, computer systems for professionals 
with an initial module for hull creation have reduced in cost 
and as a result have become common among low-budget 
designers and non-professionals [5], [6], [7]. In particular, 
for the design of small ships and recreational vessels, such 
as yachts and boats, the development of computer-aided 
drafting techniques and modelling software has enabled 
designers to circumvent tradition, the artistic aspects of 
design and personal preferences. Computer software gives 
an almost ready hull model from the start from a collection 
of ships, boats, yachts and so on, which can be modified 
in a parametric or manual way. Knowledge regarding the 
morphology of hull shape and basic shipbuilding heritage are 
disappearing. Therefore, most designers design and evaluate 
using computers [8], [9].
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This type of knowledge is often hidden because it is 
connected either to commercial successful or the inability 
of many designers to articulate their knowledge in an explicit 
form [10]. In many cases, a mixture of these factors and sailing 
myths makes the result incomprehensible and fuzzy [11].

The common use of advanced software, the requirements 
for high performance in the design process and continuous 
cost reductions, as well as pressure on designers, have given 
the perception that hull design is a trivial problem and can 
be obtained immediately in a single attempt. With such 
a strong business approach, there is insufficient time for 
design reflections and possible alternatives never emerge. 
Since design ideas do not develop, subsequent projects 
become a repetition of what has already been accomplished. 
Alternatively, generative systems are innovative approaches 
that help designers generate many unbiased design samples 
efficiently. Generative modelling combined with optimisation 
algorithms is now one of the most widely used computational 
methodologies for generating and designing geometry in 
different industries. Such a connection allows designers 
to script complex generative algorithms for design-space 
exploration. However, in such a design approach, extensive 
knowledge is required from a designer who invents and 
develops the design process. A basic approach for successful 
design, especially for small ships, must blend scientific 
knowledge with experiential wisdom and the possibility of 
a variety of choices, through bringing intuitive and generative 
processes to the endeavour [12].

This study focuses on the description of a generative 
approach for the early-stage design of yachts, including, 
primarily, the search for a hull form. This approach is based 
on a generative evolutionary framework to configure and 
optimise designs. Our study contains a description of the 
method for hull geometry generation. We also indicate 
the available digital tools for creating such systems and an 
adopted description of the workflow. 

MOTIVATION FOR RESEARCH

Most design tasks in ship building are connected to the 
shape of the hull. The main properties of the ship, namely, 
drag, safety and comfort, are based on the geometry of the 
hull. In the simplest terms, a new design means the generation 
of a new hull.

Generally, each design task begins by making the main 
assumptions and a preliminary architectural sketch of the 
general arrangement. Such a design task does not have 
only one solution. As a result, the design process is a choice 
between different goals and it is always an attempt to find 
a compromise. The traditional approach to solving this problem 
is a synthesis of theory and practice. The main parameters and 
dimensions and volume and weight demands are predicted 
using parametrical formulae. These equations are the result 
of collecting data on ships already built (theoretical part). In 
this phase, the expert’s wealth of knowledge and experience 
is essential (practical part) because there are infinitely many 

variants of shapes for one collection of its main parameters. 
The naval architect should proceed to bring all data together 
in a creative way. The best result from a set of possibilities 
is then chosen. This short moment in a long timeline of the 
design process often decides the final results of the work. 

The removal of this choice is practically impossible in the 
next phases of the project. This is the traditional approach. 
Generally, in this approach, there is a lack of tests and research 
on different concepts to reach a synergy of knowledge. This 
is a basic disadvantage of this approach because the diversity 
of design alternatives is crucial for the conceptual phase of 
the design process. Using the generative approach allows 
the knowledge of the designer to be supplemented with 
computational decision support that provides real-time 
spatial feedback during conceptual design. Simultaneously, 
utilising a large repertoire of parametrical formulae and 
design knowledge together with the precise criteria of spatial 
evaluation presents design challenges. 

For ensuring the realisation of the design assumptions 
and creating functional and efficient spatial formations, both 
theory and an application of a parametric design process are 
necessary. In generative design, a basic layout of an input 
computer-aided design  model must be first created. Such 
an efficient geometric system is a challenge in itself. Design 
specifications and constraints are then defined. Various 
computational simulations are later executed to obtain a set 
of optimised solutions. However, the possibility of assessing 
various design options based on a similar knowledge base 
as in the traditional approach is the main advantage of the 
proposed generative approach (Fig. 1).

Fig. 1. Traditional versus modern approach for design process

PROPOSED NEW APPROACH

The concept of the proposed method of designing small 
watercraft is based on the strategy of generative design, 
consisting of the simultaneous use of elements related to 
the theory of ship design and modern computer modelling 
techniques of free geometry. The very process of generating 
solutions is considered a “black box” that the designer 
can influence by changing the input elements or by using 
a generative tool for creating shapes. Most of the generative 
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decisions are made automatically by the software and only 
some – crucial ones – must be made by the designer. Due 
to the subjectivity of the target function (the results of the 
design are also influenced by aesthetic impressions), the final 
selection from a population of obtained results also must be 
made by the designer. The elements supporting the selection 
of the final solution are the extensive visualisation of results 
in the form of a three-dimensional (3D) graph, enabling the 
classification and grouping of related solutions. This approach 
can be defined as semi-automated.

The problem of multi-objective optimisation can be solved 
by methods such as the weighted criteria method, hierarchical 
optimisation and the minimax method. However, due to 
the huge number of expected solutions during the design 
of watercraft, the evolutional method seems most suitable. 
Such an approach is known as evolutionary multi-objective 
optimisation. The most popular technique for engineering is 
a genetic algorithm [13]. Key parameters for such a process 
are decisive variables (mathematical formulae controlling the 
object configuration), design targets (formulae that create 
space for searching for minima or maxima), parameters 
(variables that influence the design target) and limits 
(definition of the acceptable space of solutions).

Such a process can be performed by the following steps:
(1) Definition of a task: 

– Preliminary formulation of input data: particulars of the 
designed object; a conceptual sketch; basic assumptions; 
form topology of hull; criteria for evaluation.

(2) Parametrisation of the geometrical model:
– Selection of software set;
– Formulation of the geometry generator for an applied 

method of parametrisation, the definition of variables 
and their range of changes.

(3) Establishment of criteria:
– Formulation of goals for the optimisation process by 

the selection of measured data;
– Establishment of the constraints for a model.

(4) Generation of a population of possible solutions:
– Selection of control parameters for optimisation;
– Generation of a population of solutions and its 

preliminary assessment.
(5)Post-processing:

– Creation of a design space of solutions;
– Selection of a method of exploring the design space of 

solutions. For a small population of results obtained, 
such a process can be performed by the designer using 
the Pareto front. For a large population of solutions, 
automation of the process must be applied;

– Selection of a solution for further design steps.

DESCRIPTION OF PARAMETRIC MODEL 
OF A HULL

The traditional source of description of the form of 
a ship’s hull is a drawing of its body lines, which represents 
the data of the presented form as a set of 2D sections made 
in three perpendicular planes. Contemporary approaches 
to the description of 3D shapes are based upon the use 
of 3D analytically described surfaces. There are some 
different methods in the literature [14] that are proposed 
to describe the parametric modelling of the hull shapes of 
small watercraft. 

These techniques were developed for various kinds of 
ship and for various types of hull, such as single/multi-chine 
planning hulls [15], [16] and rounded hulls for yachts and 
boats [17], [18]. The level of advance and complication of 
the geometrical modelling technique depend on the aim 
considered by the researchers. Some of these can be used 
only for a yacht or a boat. There are also universal approaches 
that help to create an extensive range of hull forms [14]. The 
accuracy and correctness of the gained model are different. 
However, the larger the range of possible applications, the 
more complex the parametric model and the more variables 
to control. The general models usually consist of many regions 
and patches. This level of division can be an impediment in 
the conceptual stage of the design process. In this phase, the 
designers are looking for alternatives, not the final solution. 
The most simplified case is a description by one patch (one 
continuous surface). Such a case is adequate for a smooth and 
simple geometry, like a sailing boat (Fig. 2).

The proposed scheme of design for a sailing yacht hull 
surface is divided in two stages, namely, pre-defining a set 
of control curves and final surface modelling. 

The most popular way of describing the curves and surfaces 
is by using the object-type non-uniform rational B-spline 
(NURBS). The properties of such an object are influenced 
by the:
– localisation of the control points;
– definition of node vectors;
– weight coefficients for control points;
– degree of controlling polynomial [19], [20].

The NURBS elements allow the use of interpolation 
techniques to model the surface patches of a hull, such as 
by generating a grid of points – a tensor-product patch or 
a network of curves – a blended patch, a sweeping composite 
patch or a lofted patch.

Fig. 2. Decomposition of hull form into a single-surface set: a) complex form; b) regions; c) single surface
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TOOLS FOR PARAMETRIC MODELLING

The process of modelling watercraft is complicated due 
to the complexity of the object, as well as the dispersion 
of design works, so tools for semiautomatic design space 
exploration should be implemented. This approach delivers 
a wide population of acceptable variants of solutions relatively 
quickly, but the selection of the best set is completed by the 
designer.

As the digital environment for the 3D modelling, as well as 
visualisation of results in the presented approach, RhinoCeros® 
[21] software has been selected, with Grasshopper® as an 
additional module [22]. Such generative tools make it possible 
to solve multi-object-oriented algorithms and to generate 
the hull form directly in a digital environment, creating the 
possibility of simultaneous modification of geometry and 
analysis of intermediate results, as illustrated in Fig. 3. As 
the optimisation tool, the “Octopus” plugin of Grasshopper® 
software is used [23] which gives the possibility of evolutionary 
multi-objective optimisation with the application of the 
strength Pareto evolutionary algorithm [24].

Fig. 3. Schematic of optimisation process with parameters and components 
(on basis of [23])

CASE STUDY

The proposed design method has been used for the example 
of a sailing yacht with the following given requirements: 
simple topology; speed v = 7 knots; preliminary main 
dimensions of overall length L = 12.00 m, maximum breadth 
of hull Bmax = 6.00 m and height of hull H = 2.00 m.

Parameterisation of Geometrical Model
Since the surplus of control points leads to the generation 

of many analysed cases, rational limitations on the number of 
control points must be applied. For the presented approach, 
a nine-point parametric model was applied. Points are 
used for the generation of a network of five control curves, 
which are the basis for a NURBS surface as a one-patch 
hull. Modification of the control points (Fig. 4a) leads to 
a transformation of the resulting surface (morphing) (Fig. 4b).

The control points of the model are marked by Pij for 
i=0,1,2 and j=0,1,2. The control curves are described by the 
following shortcuts: the keel profile KLP; the side of deck 
SOD; the transom edge TRA; the basic station STA; the stem 
profile SMP.

The boundary dataset and possibilities of transformation 
for the performed task are limited by the main dimensions 
of the designed hull, as well as the symmetry of the object 
formed. The range of variability of the decision variables is 
presented in Table 1.
Tab. 1. Collection of decision variables

No. Coordinates Range No. Coordinates Range

1 z00 0; H 6 y21 0; B/2
2 y20 0; y21 7 x02 0; L

3 x01 0; x02 8 z01 0; z00

4 x11 0; x02 9 w10 0.01,0.02,…,2.00

5 x21 0; Lc 10 w11 0.01,0.02,…,2.00

Set of Criteria
The design of any engineering object is a multi-goal 

process. A definition of such a set of results of the process 
is required (values as well as their limit, i.e., minimum or 
maximum) and is the basis for the assessment of the quality 
of solutions obtained and the finalisation of the process. Due 
to this, the set of optimisation criteria must be established. 
The objective function should have the form of a parametric 
formula, which can be adopted in the digital design space. The 
goals should allow for the assessment of different aspects of 
the design. For the analysed case, the following set of criteria, 
which represent the specific properties of a sailing yacht, 
have been selected and represented as a vector containing 
all applied expressions:

(1)

Fig. 4. a) Control curves with location of decisive variables. b) Final surface modelling
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where f1 is the mass criterion [t], f2 is the resistance criterion 
[N], f3 is the safety (stability) criterion [m] and f4 is the space 
criterion [–].The objective functions had a structure enabling 
their implementation in the developed computer module 
and therefore the calculations of criterion quantities can be 
carried out directly in the modelling environment.

– Mass criterion:

     (2)

where MS is the mass of the light ship [t], qK is the unitary mass 
of the shell surface and is equal to 0.017 [t/m2], SK is the area 
of the shell surface [m2] and MW is the mass of equipment 
and is equal to 5.55 [t].Data for the masses of the shell and 
equipment are taken from a yacht of similar size [25].

– Resistance criterion:

       (3)

where RV is the viscosity resistance according to the ITTC 78 
method [26] and RR is the residual resistance [27].

To estimate the residual resistance value RV, the formula 
developed at the end of the twentieth century was adopted 
as part of the Delft Systematic Yacht Hull Series study 
( [25]. It is currently believed to be the most reliable and 
comprehensive approximation regarding the prediction 
of sailboat hull resistance [28], [29]. It is expressed by the 
following relationship:

3

(4)

where α0−:−9 are the regression coefficients,  is the volume of 
displacement [m3], ρ is the water density [kg/m3],  is gravity 
and is equal to 9.81 [m/s2], LWL is the length of the waterline 
[m], BWL is the breadth of the waterline [m], T is the hull draft 
[m], LCB is the longitudinal centre of buoyancy [%], LCF is 
the longitudinal centre of float [m] and CP is the prismatic 
coefficient [–].

– Safety criterion
It is difficult to determine a stability parameter for the 

purposes of optimisation. However, in conjunction with 
other objective functions, this will us to allow to build a wide 
spectrum of secure solutions. In this study, it was assumed 
that the universal measure of stability is the initial metacentric 
height. This value is the relation between the hydrostatic 
features of the hull and the mass properties of the entire 
object, with both depending on the geometry of hull. For 
simplicity, it is assumed that the vertical centre of gravity for 
the generated hull equals the draft. It should be assumed that 
at this design stage, qualitative results are more important 
than accurate quantitative results. Due to this, the formula 
for, h0, is as follows: 

  (5)

where h0 is the initial metacentre height [m], VCB is the 
vertical coordinate of the centre of buoyancy [m] and Ixx is 
the initial transverse moment of inertia of the waterline [m4].

– Space criterion
Based on the preliminary concept of functionality with 

a set of initial linear dimensions from the design assumptions, 
a 3D model of internal space has been built using cuboid 
blocks as functional components (Fig. 5a). The key point 
for such a requirement is a block model for internal space 
requirements. To define such a criterion, two limited functions 
are introduced. The first one is for required internal volume 
and the second one is for the disposed volume. For the first 
requirement, the relationship between the total volume of 
the 3D model, VBC (Fig. 5a), and the volume that is limited 
to the design hull shape, VBI (Fig. 5c), is as follows:

 (6)

where VBI is the volume of solid model limited to the designed 
hull shape [m3], VK is the total volume of the designed hull 
shape [m3] and VBC is the total volume of the solid model of 
the required internal space [m3].

Fig. 5. Definition of internal volume criterion: a) solid model of volume required; b) model of hull and interior; c) model of internal space
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CONSTRAINTS

Due to the nature of evolutionary multi-objective 
optimisation software, technically rational constraints 
of the evolution process must be introduced. Depending 
on the analysed object, such functions are defined based 
upon geometrical, exploitation, strength, technological or 
economic requirements. In this research, the constraints 
are of geometrical, topological, functional and quantitative 
character.

The geometrical constraints relate to positions between 
the control points. The range within which any point can 
shift is strictly defined and relates to the technique of surface 
generation. Due to this, one can expect that each prepared 
geometry is like the hull of the specific type of ship.

The topological constraints depend on the technique used 
for modelling of the surface patches. One must check which 
system of building a surface is most suitable for our design. 
This technique can be changed at any time during the design 
process or it can deal with it as decision variables. 

The topological constraint is a binary variable having two 
possible values called “true” and “false.” This function checks 
whether the block, which represents a functional system, is 
inside or outside the hull.

The quantitative constraints refer to the function of 
objectives described by parametric methods, such as the total 
mass of the object and the bare hull resistance and stability, for 
which there are restrictions related to the allowable range of 
variability of  parameters of the formula used. The following 
constraints have been identified in this study as numerical 
values: 
– For the resistance criterion: the scope of applicability of 

the approximate method [27].
– For the stability criterion: the minimal metacentre height 

should be greater than 0.5 m according to the rules of 
classification societies [30].

– For the space criterion: the generated shapes have an evenly 
distributed volume along the length of the hull and the 
trim angle cannot be greater than 3°.

GENERATION OF SOLUTIONS

The generation process of a set of potential solutions 
consists of the following steps (Fig. 6):
1) A set of decisive variables (coordinates of control points and 

weights for control points) with a limited range defined; 
2) The shape of the body of the hull is generated, the mass 

balance is obtained, the buoyancy equation is solved and 
the draft is estimated. The set of hydrostatic parameters 
for the calculated draft is generated;

3) The data generated are evaluated according to the fulfilment 
of constraints, as well as the objective functions;

4) For a correctly established dataset, the geometrical form 
of the hull, as well as the values of the criteria functions, 
are transferred to be evaluated by a genetic algorithm;

5) A set of acceptable solutions is generated, forming a Pareto 
front.

Fig. 6. Optimisation loop based on [31]

POST-PROCESSING

Post-processing consists of the following activities:
– Visualisation of the results obtained in the form of graphs 

and diagrams;
– A review of the obtained solutions in the working space 

of RhinoCeros® software;
– Classification of the solution set;
– Grouping of the solution set.

An example visualisation of the results obtained in 
the form of graphs and diagrams originating from the 
optimisation software is presented in Fig. 7, where only Pareto 
optimal solutions are plotted. Presentation in these forms 
of graphs allows the designer to consider “soft” criteria like 
the waterline curvature, the visual form of the hull transom 
angle and so on. 

Fig. 7. Graphical visualisation selected from the results in relationship to the 
Pareto optimal solutions

The solutions obtained were compared in terms of the value 
of criterion functions and the hull shape delivered with them. 
The range of results obtained and the individual values of the 
objective function for selected cases are presented in Table 3.
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Tab. 3. Comparison of results

No.

Range of results

1 2 3 4 5 6

Vis.
Crit.

1 [t] 6.52–8.19 8.19 7.98 7.75 7.56 7.36 7.53

2 [N] 650–1438 1438 1271 1238 1374 1367 1305

3 [m] 0.52–6.55 6.55 4.55 3.96 2.36 1.08 1.90

4 [-] 0.067–0.694 0.069 0.067 0.069 0.070 0.14 0.091

No. 7 8 9 10 11 12 13 14

Vis.
Crit.

1 [t] 7.39 7.52 7.70 7.55 7.50 7.33 7.28 7.22

2 [N] 1196 1177 1080 1024 1055 1090 1057 1003

3 [m] 1.28 2.78 3.31 2.70 2.07 1.13 2.14 2.02

4 [-] 0.122 0.072 0.071 0.073 0.086 0.144 0.092 0.11

No. 15 16 17 18 19 20 21 22

Vis.
Crit.

1 [t] 7.11 7.00 7.08 6.83 6.89 6.89 6.99 7.12

2 [N] 1155 1059 985 1021 956 888 913 832

3 [m] 0.63 1.49 1.53 0.86 0.51 0.55 1.09 0.96

4 [-] 0.258 0.191 0.179 0.321 0.378 0.365 0.214 0.225

No 23 24 25 26 27 28 29 30

Vis.
Crit.

1 [t] 6.66 6.87 6.86 6.69 6.82 6.78 6.75 6.73

2 [N] 833 788 713 779 697 681 667 668

3 [m] 0.64 0.99 0.61 0.70 0.80 0.72 0.62 0.58

4 [-] 0.462 0.299 0.367 0.471 0.344 0.367 0.392 0.401

No 31 32 33 34 35 36 37 38

Vis.
Crit.

1 [t] 6.60 6.63 6.64 6.52 6.52 6.59 6.62 6.59

2 [N] 754 723 693 675 666 662 650 661

3 [m] 0.69 0.60 0.52 0.55 0.53 0.53 0.56 0.53

4 [-] 0.546 0.511 0.505 0.694 0.695 0.561 0.600 0.561
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CONCLUSIONS

This study presents the concept of a novel approach to the 
design problems of small vessels with the use of a parallel 
design with multi-criteria optimisation processes. Based upon 
widely available commercial software, an algorithm for the 
mathematical formulation of the boundary conditions, the 
data flow structure during processing and the formulae for 
the optimisation processes have been developed. 

Some important advantages can be noted:
Efficiency of the design process:
– The wide space of possible analysed projects allowing 

different but acceptable geometries offers more possible 
solutions and gives the possibility of comparison as well 
as delivering new and original ideas;

– The use of computer programs significantly accelerates 
the process of generation of the expected data;

– Joining separate computer-aided design tools in one 
process, like evolutional multi-criteria optimisation and 
iterative formulae for decision making, gives a concise 
tool for efficient design process performance.

Automation of process:
– The genetic algorithm and evolutionary methods can 

create some unexpected positive solutions, offering the 
possibility of breaking traditional design schemes.

Analysis of the results:
– Graphical representation of the results accelerates and 

makes the analysis and decision process easier.
Time and labour consumption of the process (Table 4):
– The processing time for one design case amounts to 

seconds. This radically accelerates the design process 
in comparison to the classical approach;

– Consequently, the number of cases it is possible to 
analyse is large and cannot be calculated in a reasonable 
time using the classical approach;

– Digital results provide the possibility of carrying out 
some simulation tests during the design phase, which 
leads to reduced time and costs;

– The proposed algorithm can work based upon low-
cost, widely-available software and an average-class 
computer.

Tab. 4. Process performance data

Computer

Processor
Intel® Core™

I7-4500U CPU  @
1.80 GHz 2.40 GHz

RAM 12.0 GB

Operating system 64 bites, processor x64

Algorithm

Decision variables 9

Criteria
4

7

Parameters 22
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ABSTRACT

The paper discusses the length to beam (L/B) ratio effects on ship resistance at three different Froude numbers using 
unsteady RANSE simulation. First, the JBC ship model was used as an initial hull form for verification and validation 
of predicted ship resistance results with measured data, and then the influence of the L/B ratio on ship resistance was 
carried out. Ship hull forms with different L/B ratios were produced from the initial one by using the Lackenby method. 
The numerical results obtained show the L/B ratio’s effect on ship resistance. Increases of the L/B ratio led to gradual 
reduction of the total ship resistance and vice versa. Analysis of the changing of the resistance components indicates 
that the pressure resistance changes are considerably larger than the frictional one. Finally, the paper analyses the 
difference in the flow field around the hull of the ship with variation of the L/B ratio to fully understand the physical 
phenomenon in the change of ship resistance at different L/B parameters.

Keywords: Length-beam ratio, L/B, Resistance, hull form, RANSE

INTRODUCTION

A primary interest for ship owners and ship man agement 
is reducing fuel consumption and carbon emissions in marine 
traffic because they are related to both economic efficiency and 
the implementation of the requirements of the International 
Maritime Organization (IMO) on energy saving and emission 
reduction.

The first step in the ship design process is to determine the 
main dimensions of the ship, including the length, breadth, 
draft, and depth. Then the designers need to estimate the ship’s 
displacement and select other basic ship design quantities and 
hull form characteristics. In  that, the reasonable selection of 
the ship’s main dimensions plays an important role because 

of their effects on the ship’s hydrodynamic performance, ship 
stability, structural weight and construction cost, utilization 
of spaces, etc. [1, 2]. With respect to the ship performance, 
the L/B parameter is an important hydrodynamic parameter 
that plays a unique role in ship hydrodynamic design and 
minimizing ship resistance. 

There are quite a few research works that deal with the 
influence of the L/B parameter on the resistance of the ship. 
Papanikolaou [1] used the Taylor–Gertler semi-empirical 
method for investigating the effects of the L/B ratio on ship 
resistance. In this study, the L/B ratios are changed in the 
range of ±10% while the ship’s displacement, draft, and hull 
form coefficients are constant between variants. The results 
obtained show that the effect of the L/B parameter on ship 
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resistance is significant. When increasing the L/B ratio to 
10%, the ship resistance reduces by 21%. However, as the 
L/B ratio is reduced to 10%, the ship resistance increases to 
42% in comparison with the initial variant. Banawan and 
Ahmed [3] applied Computational Fluid Dynamics (CFD) 
for studying the influence of varying L/B parameters on 
ship resistance. In this study, the L/B ratio was changed in 
a range from -15% to +7.5%, while the displacement, B/T, 
block coefficient (CB) and longitudinal centre of buoyancy 
(LCB) were constant between variants. The results obtained 
indicate that as the L/B ratio increases the total ship resistance 
decreases and vice versa. These studies play an essential role 
in further research about the effect of the L/B parameter on 
ship resistance. Nevertheless, the research reviewed above still 
lacks any discussion of the change in the flow field around the 
hull of the ship at different L/B ratios to explain the physical 
phenomenon.

The key to selecting the optimum L/B ratio with respect to 
minimizing ship resistance is to evaluate the ship resistance 
accurately and efficiently. Nowadays, there are two common 
methods to predict the ship resistance, which are a model 
test in a towing tank and numerical simulation. The model 
test method still provides the most accurate results but 
is both costly and time-consuming with respect to both 
manufacturing the physical model and the experiment itself. 
Thus, this method is generally impractical for the initial 
ship design process. The latter method is more efficient and 
convenient than the model test method in analysing the flow 
field, which allows designers to develop or improve their 
design for hydrodynamics optimization studies [4, 5]. In 
recent years, for numerical simulation, the Reynolds Averaged 
Navier–Stokes Equations (RANSE) approach has been widely 
used for ship hydrodynamic prediction in general [6-8] and 
ship resistance prediction in particular, due to sufficient 
accuracy and efficient computation for engineering purposes 
[9-18]. Therefore, this research will focus on studying the 
influence of the L/B parameter on ship resistance by using 
the RANSE method. Evaluation of the change in the flow field 
around the ship hull with variation of the L/B parameter is 
conducted to fully understand the physical phenomenon of 
changing ship resistance at different L/B parameters.

NUMERICAL SIMULATION

HULL GEOMETRY

In this study the JAPAN Bulk Carrier (JBC) was used as 
an initial hull form for verification and validation study and 
for producing a new hull form with different L/B ratios. The 

computation was conducted at model scale λ=40. The hull 
geometry and principal particulars of the JBC model are 
presented in Fig. 1 and Table 1, respectively. The data for the 
ship resistance test are available in [19]. 
Tab. 1. Principal particulars of the JBC model

Description Value

Length between perpendiculars LPP [m] 7.00

 Breadth B [m] 1.125

 Draft T [m] 0.4125

 Block coefficient CB [-] 0.858

 Prismatic coefficient CP [-] 0.860

 Midship section area coefficient CM [-] 0.998

 Volume displacement  [m3] 2.7870

 Wetted surface S [m2] 12.22

NUMERICAL SETUP

The Star-CCM+ (Version 15.02.007-R8) CFD modelling 
software was utilized in the present study to perform the 
computations. The setting was conducted corresponding 
to the setup in the towing tank of the National Maritime 
Research Institute (NMRI), Japan [20], as follows:
– For environment condition: calm water condition; 

water density ρ=998.2 kg/m3; kinematic viscosity of water 
ν =1.1070x10-6 m2/s.

– For test case: ship without appendages; volume displacement 
2.787m3; the ship hull is free to heave and trim. 
For ship resistance simulation, because the ship hull is 

symmetric, to save time, the simulation is carried out on 
only half of the hull. The computational domain sizes are 
set following the ITTC practical guidelines for ship CFD 
application [21]. The inlet and outlet boundaries are located 
two ship lengths upstream from the ship bow and three ship 
lengths downstream from the ship stern, respectively. The 
lateral boundary is placed at 2.5 ship lengths away from the 
ship’s symmetry plane. The bottom and top of the computation 
domain are set at 2.5 and 1.25 ship lengths away from the free 
surface, respectively. The boundary conditions are specified 
as follows: at the inlet boundary, the velocity (for both water 
and air) is specified by the velocity of the hull; at the outlet, 
hydrostatic pressure is used; and the symmetry condition is 
applied at the central plane of the hull and lateral wall. The 
ship hull body is considered as a rigid body, so the no-slip 
wall condition was specified for the hull surfaces. 

The numerical simulation was conducted by using three-
dimensional incompressible viscous unsteady RANSE. The 

Fig. 1. Hull geometry of the JBC 
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SST K-ω turbulence model is used in the present paper as this 
model has been shown to be able to give accurate predictions 
of the ship hydrodynamics [22]. The volume of fluid (VOF) 
method was used to resolve the interfaces between water and 
air at the free surface. The motion of the ship with two degrees 
of freedom (heaving and pitching motion) is captured during 
the computation by using the dynamic fluid body interaction 
(DFBI) equilibrium option. All Y+ wall treatment was used 
for the simulation [23].

In this paper, hexahedral mesh was applied for the 
numerical simulation. The mesh near the free surface was 
refined to capture exactly the Kelvin wave. To avoid using a fine 
grid, which is not necessary (far from the ship in all directions), 
volumetric controls were created to refine the importance zone 
(around the bow and stern of the ship). Prism layer meshes 
were used for the boundary layer to capture exactly the flow 
behaviour near the walls, and the thickness of the first cell of 
the prism layer near the wall was set in order to keep an average 
Y+ value on the submerged part of the hull of approximately 
60 (see Fig. 2), which was found in the past to produce the best 
solutions [24]. The resulting structure of the grid around the 
hull and on the free surface is illustrated in Fig. 3.

 
Fig. 2. Y+ value on hull surface

Fig. 3. Structure of grid around the hull and on the free surface

UNCERTAINTY ANALYSIS

In this study, the ITTC procedures were used for the 
uncertainty analysis in CFD. According to these procedures 
[25], the numerical uncertainty is mainly composed of grid, 
time step and iterative uncertainties. Here unsteady flow is 
implemented for the numerical simulation with the time 
step defined by Eq. (1), so the time step uncertainty (UT) is 
neglected in this study. The iterative uncertainty (UI) is also 

neglected due to the fact that the iterative errors are much 
smaller than the relative change of the calculation parameters 
with the mesh size. Therefore, the numerical uncertainty 
(USN) is equal to the grid uncertainty (UG) [26]. The validation 
uncertainty is calculated according to 2 2

V G DU U U , where 
UD is the uncertainty of the model test. The experimental 
uncertainty was not provided in the reference study; therefore, 
the validation uncertainty was assumed as Uv UG.

 0.005 ~  0.01 /t L U (1)

where U is the speed of the ship, (m/s), and L is a characteristic 
length value, (m).

The grid uncertainty is conducted with three grids, 
including coarse, medium, and fine grids corresponding to 
the cell numbers of 0.725, 1.59 and 3.35 million, respectively. 
The solution changes between two obtained simulation results 
such as fine-medium (ε21) and medium-coarse (ε32), and 
the convergence ratio (R), order of accuracy (pi), the error 
(δRE), the correction factor (Ci) and the uncertainty for the 
uncorrected (Ui) approach are defined as follows for the case 
of 0<R<1 (monotonic convergence condition):
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The results of the grid uncertainty analysis and the 
comparison of the simulation results with the experimental 
data are described in Table 2 and Table 3, respectively.
Tab. 2. Result of uncertainty analysis based on the mesh dependency

Description Value

Total resistance [N] 

S1 (fine) 35.580

S2 (mid) 35.790

S3 (coarse) 36.100

Refinement ratio rG 1.414
Convergence ratio RG 0.677
Order of accuracy PG 1.124
Error δRE  0.441
Correction factor CG 0.476
Uncorrected uncertainty UG 0.903
Validation uncertainty UV 0.903
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Table 3. Comparison of numerical obtained results with measured data

Parameter Exp. data
(D) [20]

CFD data (S)

Medium mesh Fine mesh

Ship resistance [N] 36.60 35.79 35.58

Error E=D-S / 0.57 0.78

Deviation [%] / 1.57 2.18

It can be seen from Table 3 that the predicted total 
resistance agrees well with the experimental data, with 
deviations of 1.57% and 2.18% corresponding to medium 
and fine mesh, respectively. The validation of the present 
numerical simulations is achieved because the values of error 
E are smaller than the validation uncertainty UV. Therefore, 
the medium mesh is used in further studies.

a) Variant No1 (L/B=5.717) b) Variant No2 (L/B=6.020)

c) Variant No3 (L/B=6.333) d) Variant No 4 (L/B=6.651)

e) Variant No 5 (L/B=6.985)

Fig. 4. The ship hull forms with modified L/B ratio
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EFFECT OF L/B RATIO ON SHIP 
RESISTANCE AT DIFFERENT SHIP SPEEDS

CASE STUDIES

To investigate the influence of the L/B ratio on the resistance 
of the ship, CFD simulations are executed for the ship model 
with variation of the length to beam ratios. The hull model is 
generated while keeping the volume displacement, ship draft, 
block, prismatic, midship section area and waterplane area 
coefficients, etc., constant and varying only the L/B ratio by 
using the MAXSURF modeller’s parametric transformation 
tool based on the Lackenby method. This method is a hull 
variation technique developed by H. Lackenby [27, 28].

In this study, five different L/B ratios are investigated with 
the length of the waterline and ship breadth changing in the 
range of ±5.0% with a step of ±2.5%. The main ship dimensions 
with variation of the L/B ratio are shown in Table 4. The ship 
hull forms with the modified L/B ratios are given in Fig. 4.

The computations were conducted at the design draft 
T=0.4125 with three Froude numbers, 0.122, 0.142 and 0.162.
Tab. 4. The main ship dimensions with variation of L/B ratio

Variant numbers 1 2 3 (initial) 4 5

Length of waterline [m] 6.769 6.947 7.125 7.303 7.481

Breadth [m] 1.184 1.154 1.125 1.098 1.071

Draft [m] 0.4125

Volume displacement [m3] 2.787

Midship section area 
coefficient [-] 0.998

Waterplane area 
coefficient [-] 0.889

Block coefficient [-] 0.858

Prismatic coefficient [-] 0.86

Wetted surface [m2] 11.968 12.087 12.220 12.328 12.45

LCB from AP [m] 3.494 3.586 3.678 3.770 3.862

L/B ratio [-] 5.717 6.020 6.333 6.651 6.985

RESULTS AND DISCUSSION

The results of changes of the total ship resistance and their 
components as a function of the L/B ratio in comparison 
with the initial variant at three ship speeds are summarized 
in Table 5 and Figs. 5‒7. The form of the relative change of 
resistance of the ship is given as follows:

var 0

0

R
,  % .100%          

R
R

R
(7)

where: R0 – resistance at the initial variant; Rvar – resistance 
of different variants of L/B ratio.

Tab. 5. Relative change of ship resistance as a function of L/B ratio in 
comparison with initial variant

L/B 
variant

CFD computation

RT [N] RF [N] RP [N] ΔDRT [%] ΔDRF [%] ΔDRP [%]

Case study 1 (Draft T=0.4125, Fr=0.122)

5.717 27.28 19.62 7.66 4.59 -0.71 21.13

6.020 26.63 19.69 6.94 2.09 -0.35 9.74

6.333 26.084 19.76 6.32 0.00 0.00 0.00

6.651 25.68 19.86 5.82 -1.55 0.51 -7.97

6.985 25.35 19.98 5.37 -2.81 1.11 -15.09

Case study 2 (Draft T=0.4125, Fr=0.142)

5.717 37.59 26.4 11.19 5.03 -0.86 22.16

6.020 36.59 26.51 10.08 2.24 -0.45 10.04

6.333 35.79 26.63 9.16 0.00 0.00 0.00

6.651 35.17 26.8 8.37 -1.73 0.64 -8.62

6.985 34.61 26.95 7.66 -3.30 1.20 -16.38

Case study 3 (Draft T=0.4125, Fr=0.162)

5.717 49.03 32.76 16.27 5.67 -1.03 22.33

6.020 47.576 32.92 14.66 2.53 -0.54 10.20

6.333 46.4 33.1 13.30 0.00 0.00 0.00

6.651 45.35 33.35 12.00 -2.26 0.76 -9.77

6.985 44.57 33.57 11.00 -3.94 1.42 -17.29

Fig. 5. Results of changes in total ship resistance with L/B variation at different 
Froude numbers
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Fig. 6. Results of changes in pressure resistance component with L/B variation 
at different Froude numbers

Fig. 7. Results of changes in frictional resistance component with L/B variation 
at different Froude numbers

Fig. 8. Percentage changes of total resistance in comparison with initial L/B 
variant at different Froude numbers

Fig. 9. Percentage changes of pressure resistance in comparison with initial L/B 
variant at different Froude numbers

Fig. 10. Percentage changes of frictional resistance in comparison with initial 
L/B variant at different Froude numbers

Based on the numerical results obtained for the cases of the 
vessel analysed in Table 5, Figs. 5 ‒ 10, it can be observed that:

- Generally, the L/B ratio has an effect on ship resistance. 
Increasing the L/B ratio led to a gradual reduction of the 
total ship resistance and vice versa. The level of change in the 
total ship resistance depends on the ship speed. Increasing 
the ship speed leads to an increase in the level of change in 
the total ship resistance, but not by much (see Figs. 5 and 
8). For example, at Fr=0.122, the relative change of total 
ship resistance between variant L/B=5.717 and the initial 
variant (L/B=6.333) is +4.59%, while at Fr=0.142 and 0.162 
this relative change increases to 5.03% and 5.67%, respectively.
– The changes in the level of the pressure resistance 

component corresponding to variation of the L/B ratio are 
significantly larger than those of the frictional resistance 
component. For example, at Froude number 0.142, the 
pressure resistance component changes from +22.16% to 
-16.38%, while the frictional resistance component changes 
only from -0.86 to +1.20% in comparison with the initial 
L/B variant when changing the L/B ratio in the range from 
5.717 to 6.985, respectively (see Figs. 9 and 10).
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– The changing tendency of the pressure resistance 
component is the same as the total ship resistance at 
the three different ship speeds. The pressure resistance 
component reduces monotonically when the L/B ratio 
increases and the level of change depends on the ship speed, 
but not greatly.

– The changing trend in the frictional resistance component 
is opposite to that of the pressure resistance component. 
The frictional resistance component monotonically 
increases when the L/B ratio increases and the level of 
change is not large, around -0.5% to 1.42% for all three 
case studies, and does not depend greatly on the ship speed.
The trend and level of change in the ship resistance 

components when varying the L/B ratio can be partly 
explained by the changes of flow around the ship. 

The variation of the pressure resistance component can 
be partly explained by the difference in the wave pattern 
and in the dynamic pressure distribution on the hull 
surface at different L/B ratios (see Figs. 11‒19). As can be 
observed in Figs. 11, 12 and 13, the wave cut along the y/L=0 
plane (z represents the height of the free surface) changes 
monotonically and is the same at different ship speeds. At 
the position of the first wave trough near the ship bow (at 
X/L=0.9) and at the stern region (at X/L=0.2), the height 
of the wave trough reduces gradually when increasing the 
L/B ratio. At the location X/L=0.9 along the ship length, the 
biggest and smallest height of wave trough are observed at 
variants L/B=5.717 and L/B=6.985, respectively. The height 
of the wave trough for variant L/B=5.717 is approximately 
1.5 times greater than for variant L/B=6.985 at different ship 
speeds. At the location X/L=0.2, the height of the wave trough 
for variant L/B=5.717 is approximately 1.2, 1.5 and 2.5 times 
bigger than for variant L/B=6.985 at Froude numbers of 0.122, 
0.142, and 0.162, respectively; consequently, it is one of the 
causes of the increase in the pressure resistance component 
when reducing the L/B ratio.

The resulting difference in the dynamic pressure pattern 
distribution on the ship surface with variations of the L/B 
ratio (shown in Fig. 14) also provides some explanations 
for the resistance changes. It can be seen from Figs. 15, 16 
and 17 that the dynamic pressure at Z=0.0075 m changes 
monotonically and similarly with different ship speeds. At the 
stern (locations from X/L= 0.05 to 0.3 along the ship length) 
and bow regions (locations from X/L= 0.8 to 0.95 along 
the ship length), the negative dynamic pressure increases 
gradually when reducing the L/B ratio. At locations from X/
L=0.3 to X/L=0.8 along the ship length, the dynamic pressure 
has approximately the same value. At different Z locations, 
the changing tendency of the dynamic pressure is the same 
at Z=0.0075 m. For example, Figs. 18 and 19 illustrate the 
comparison of dynamic pressure for different variants of the 
L/B ratio at Z=0.3125 m and Z=0.1125 m, respectively, with 
Fr=0.142. It can be observed that the pattern of dynamic 
pressure has clearly similar changing trends in comparison 
with those obtained at Z=0.0075 m; consequently, it causes an 
increase of the pressure resistance component when reducing 
the L/B ratio.

Fig. 11. Comparison of the wave profile at y/L=0 for different L/B variants 
at Fr= 0.122

Fig. 12. Comparison of the wave profile at y/L=0 for different L/B variants at 
Fr= 0.142

Fig. 13. Comparison of the wave profile at y/L=0 for different L/B variants at 
Fr= 0.162
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Fig. 15. Comparison of dynamic pressure for different L/B variants 
at Z=0.0075 m with Fr=0.122

Fig. 16. Comparison of dynamic pressure for different L/B variants 
at Z=0.0075 m with Fr=0.142

Fig. 17. Comparison of dynamic pressure for different L/B variants 
at Z=0.0075 m with Fr=0.162

Fig. 18. Comparison of dynamic pressure for different L/B variants 
at Z=0.3125 m with Fr=0.142

Fig. 19. Comparison of dynamic pressure for different L/B variants 
at Z=0.1125 m with Fr=0.142

The change in the frictional resistance component can be 
explained by the variation of the wetted surface area and by 
the difference in wall shear stress distribution at different 
variants of L/B (see Table 6 and Fig. 20, respectively), in 
which the wetted surface area is one of the primary variables 
affecting this resistance component [29].
Tab. 6. Relative change of wetted surface area as a function of L/B ratio in 

comparison with initial variant

L/B ratio 5.716 6.020 6.333 6.651 6.985

Wetted surface, S [m2] 11.968 12.087 12.220 12.328 12.450

Relative change, [%] -2.06 -1.09 0.00 +0.88 +1.88

Fig. 14. Comparison of dynamic pressure distribution on the ship surface for different L/B variants at Fr= 0.142
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21
2F FR C V S (8)

where CF – the frictional resistance coefficient, ρ – water 
density, V ‒ ship speed, S – wetted surface area.

Fig. 20. Comparison of wall shear stress distribution on the ship surface for different L/B variants at Fr= 0.142

As can be seen in Table 6, increase of the L/B ratio leads 
to a monotonic increase in the wetted surface area, because 
of the increasing frictional resistance component. Here, the 
changes in this resistance component resulting from changes 
of the wetted surface itself are of the same order due to 
proportionality (see Eq. 8). This means that, if neglecting the 
changes in the frictional resistance coefficient, this resistance 
component changes from -2.06% to +1.88% in comparison 
with the initial L/B variant for L/B ratios changing in the 
range from 5.717 to 6.985, respectively. However, the level 
of change in the frictional resistance is less than this value. 
For example, at Fr=0.162, this resistance component only 
changes from -1.03% to 1.42% in comparison with the 
initial variant L/B for L/B ratios changing in the range from 
5.717 to 6.985, respectively. This can be explained by the 
difference in the wall shear stress distribution on the hull 
surface with variations of the L/B ratio (see Fig. 20). It can 
be seen from Figs. 21, 22 and 23 that the wall shear stress 
at Z=0.0075 m changes monotonically and similarly with 
different ship speeds. At the stern (locations from X/L= 0.05 
to 0.3 along the ship length) and bow regions (locations from 
X/L= 0.8 to 0.95 along the ship length), the wall shear stress 
reduces gradually when increasing the L/B ratio. At locations 
from X/L=0.3 to X/L=0.8 along the ship length, the wall 
shear stress has approximately the same value. At different 
Z locations, the changing tendency of the wall shear stress is 
the same at Z=0.0075 m. For example, Figs. 24 and 25 present 
the comparison of the wall shear stress for different variants 
of the L/B ratio at Z=0.1125 0 and Z=0.3125 m, respectively, 
with Fr=0.122. It can be observed that the wall shear stress 
has clearly similar changing trends in comparison with 
those obtained at Z=0.0075 m; consequently, this causes the 
frictional resistance coefficient to increase when reducing the 
L/B ratio. So finally, in the range of change in the L/B ratio, 
the level of change in the frictional resistance is less than the 
level of change in the wetted surface area.

Fig. 21. Comparison of wall shear stress for different L/B variants at 
Z=0.0075 m with Fr=0.122

Fig. 22. Comparison of wall shear stress for different L/B variants at 
Z=0.0075 m with Fr=0.142
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Fig. 23. Comparison of wall shear stress for different L/B variants 
at Z=0.0075 m with Fr=0.162

Fig. 24. Comparison of wall shear stress for different L/B variants 
at Z=0.1125 m with Fr=0.122

Fig. 25. Comparison of wall shear stress for different L/B variants 
at Z=0.3125 m with Fr=0.122

CONCLUSIONS

In this paper, the RANSE method has been used to study 
the influence of the length‒beam ratio on ship resistance at 
model scale and at different ship speeds. To investigate this 
effect, five case studies with variation of the L/B ratio were 
carried out. The following conclusions can be drawn:

- There is good agreement between the numerical results 
obtained and the measured data, with a deviation of less 
than 2.0%. This shows the capability of CFD in the application 
of RANSE for ship hull form optimization.
– The total ship resistance changes with variation of the L/B 

ratio. Increasing the L/B ratio led to a gradual reduction 
of the total ship resistance and vice versa. The impact level 
of the L/B ratio depends on the ship speed and hull form, 
so estimating reasonable L/B ratios is therefore a dynamic 
process. In the case of the vessel analysed, the L/B ratio 
increases from 6.333 (initial variant) to 6.985, leading to 
a decrease of the total ship resistance by 2.81%, 3.30%, 
and 3.94% at the Froude numbers 0.122, 0.142, and 0.162, 
respectively.

– The resistance components analysis indicates that the 
change of the pressure resistance component corresponding 
to variation of the L/B ratio is considerably greater than for 
the frictional resistance component. In particular, when 
the L/B ratio increases from 5.717 to 6.985, the pressure 
resistance component changes from +22.16% to -16.38%, 
while the frictional resistance component changes only 
from -0.86% to +1.20% in comparison with the initial 
variant L/B at Froude number 0.142, respectively.

– Analysis of the change in the flow field around the ship 
hull with variation of L/B provides a full explanation of the 
physical phenomenon of changing ship resistance when 
changing the L/B ratio.

– Investigation of the effect of the L/B ratio on ship resistance 
is essential during the initial design stage. It helps the 
designer to make a suitable compromise between the 
different hull form parameters to acquire a good design 
that fulfills the different design requirements.
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ABSTRACT

The increasing use of automation in fishing vessels has improved trawling efficiency while directly affecting the fishing 
capacity and cost of fishing vessels. Among the various influencing factors, warp tension and warp length can be varied 
to automatically balance the retraction and release of warp control. We combined the two parameters and independently 
designed and developed the key equipment for fishing vessels—the warp dynamometer and meter counter—and 
control software. The accuracy of the warp tension and length measurements was improved. The designed equipment 
was applied to sea trials under different working conditions, and the test data records were exported. Next, filtered 
time-domain graphs of the required parameters were plotted through complex Fourier transform, first-order low-
pass filtering, and inverse Fourier transform. The results of data processing using various parameters were compared 
and analysed to determine the variation trends of the parameters and verify the effects of their balance control. The 
results indicated that using an automatic balance control system that combines warp tension and warp length can 
be effective for the fishing operation of offshore double-deck trawlers. In addition, first-order low-pass filtering can 
be used to filter complex warp tension data. This study also determined the relationship between warp tension and 
experimental parameters such as warp length and ship speed during the release of control. After the balance control 
of warp tension and warp length, the net mouth area increased by 30.7% and 36.5%, respectively, and the fishing 
efficiency of the vessel improved considerably.

Keywords: Trawler; Automation; Warp tension; Warp length; Ship speed

INTRODUCTION

Trawling is a primary method used in fishing operations. 
In this method, warps are used to connect the trawler to an 
end fishing net, which is dragged in the water to capture fish. 
The net is placed in the water layer by retracting and releasing 
the warps and by adjusting the ship speed. Towed fishing 
equipment primarily includes trawler winches, trawlers, and 
netting (otter board, trawler net, net bag, etc.). The degree 
of automation in existing fishing trawlers is low, and crew 

members are unaware of the working principles of warp 
retraction and release in fishing systems. The knowledge of 
fishing operations is mostly experiential and not based on 
a scientific rationale. If warp retraction is excessively delayed, 
excessive amounts of fish are caught in the net, thereby 
increasing the pressure on the net. By contrast, if the warp is 
prematurely retracted, excessively few fish are caught, thereby 
decreasing the fishing efficiency and resulting in failure to 
achieve the fishing target. Furthermore, if the net is trawled 
to the seabed, the net may break. 
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Researchers worldwide have attempted to develop excellent 
trawling systems to address the aforementioned problems. Cho 
et al. [1] performed field experiments in the sea near Kokunsan 
Is. in the Western Korean Sea and summarized the variation 
trends of parameters such as warp length and towing speed. Hu 
et al. [2] designed a trawl depth controller based on the actual 
motion of mid-level trawls. Johansen et al. [3] proposed the use of 
horizontal motion in trawl systems. Cha and Lee [4] performed 
dynamic simulations of a midwater trawling system. Reite et al. 
[5, 6] installed a brake on a net plate to control the trawling 
depth and performed sea trials to verify the effectiveness of the 
system. Zand [7] realized stability control through a composite 
control strategy using a tugboat and a towing winch. Lee et al. 
[8] designed and simulated the dynamic motion of a novel 
fishing gear system. Sun [9] and Chen [10] designed trawling 
systems and developed corresponding models. Balash et al. 
[11] developed a novel prawn trawler design to reduce drag 
in trawling systems. Carral et al. [12] proposed a relationship 
between fishing winch design parameters and the operating 
depth of fishing gear. Su et al. [13] focused on the warp length of 
a trawling system. Juza et al. [14] introduced a two-boat setup for 
continuous trawling for quicker and more convenient trawling, 
even in deep water layers; this setup helps achieve more accurate 
distance and depth measurements. Park and Lee [15] adjusted 
the trawler direction and warp length during trawling for the 
automatic control of the trawler gear depth.

Most existing warp control systems in trawlers are based 
on either warp tension balance control or warp length (depth) 
balance control. Few studies have combined both parameters 
(warp tension and warp length) to achieve balance control. In 
the present study, with an ocean-going double-deck trawler 
as a reference, both warp tension and length were utilized to 
determine the warp parameters and achieve their automatic 
balance control. The key components and the corresponding 
control software used for measuring the tension and length 
of the warp were designed and fabricated independently, and 
breakthrough measurement accuracy was achieved. By analysing 
the warp parameters obtained from the test, the superiority of the 
automatic trawling balance control system is verified. Combined 
with the analysis of warp parameters and net mouth parameters, 
the final outstanding results can be summarized as follows: the 
net mouth area increased by 30.7% and 36.5% after the balance 
control of the warp tension and warp length, respectively. This 
was superior to the previously achieved 9.6% increase in the net 
mouth area through only warp tension balance control, thereby 
improving the fishing efficiency of the trawler.

SEA TRIAL

EXPERIMENTAL PREPARATION:  
TWO IMPORTANT DEVICES

Warp dynamometer
The warp dynamometer is an instrument used for measuring 

warp tension during the dragging of a trawling net. To evaluate 

warp tension, pressure P was first measured using a pressure 
sensor installed on a pulley shaft. Eq. (1) was used to calculate 
the tension T on the wire rope around the pulley. The warp 
tension was synchronously calculated and recorded using our 
self-developed warp automatic control software. 

T = P/2sinθ       (1)

where T denotes warp tension, N; the unit used in the experiment 
was kg (0–3000 kg). Warp tension refers to mutual traction 
in the interior of a warp and is perpendicular to the contact 
surfaces of the two adjacent parts when the warp is subjected 
to a pulling force. P in Eq. (1) denotes the load on the central 
roller, N; θ is the angle between the rollers and was set to 30° in 
this experiment. Fig. 1 displays a SolidWorks 3D model of the 
warp dynamometer and the installation rendering. The yellow 
part of the equipment displayed in Fig. 1(b) is a retracting and 
releasing warp device called a trawler winch, which can be used 
for balance control.

Fig.1. 3D model and installation renderings of the warp dynamometer

A DLS-electronic boom was used to calibrate the warp 
dynamometer. The calibration results of the warp dynamometer 
are listed in Table 1.

Tab. 1. Calibration results of the warp dynamometer

Electronic boom 
(kg) 367.0 497.0 588.0 730.0 960.0 1007.0

Warp 
dynamometer (kg) 367.5 497.2 588.7 729.3 959.1 1007.5

Error (%) 0.13 0.04 0.12 0.10 0.09 0.05

The values for the electronic boom and the warp dynamometer 
displayed in Table 1 were compared; the error between the 
two was extremely small (<0.15%) and satisfied the accuracy 
requirements.

Meter counter
The meter counter is a device used for measuring length and 

can be used in all equipment designed for length measurement 
and control. Meter counters were used to accurately measure the 
warp length in this study. The meter counters were installed on 
the forced roller axis of the left and right warp dynamometers 
to calibrate the length measurement of the warp dynamometer. 
The SolidWorks 3D model of the meter counter is displayed 
in Fig. 2(a). This device is depicted in Fig. 2(b) as the black 
sensor at the end of the wire and the entire parallel part of the 
middle roller.
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Fig. 2. 3D model and installation renderings of the meter counter

The meter counter required debugging and calibration. To 
improve the accuracy of the meter counter, every 10 m from 
one end of the warp was marked with paint; 10 m was marked 
with red paint, 20 m was marked with yellow paint, and so on 
until the mark reached 60 m. The calibration results of the warp 
length meter are presented in Table 2.

Tab. 2. Calibration results of the warp length meter

Measured warp length (m) 10.00 20.00 30.00 40.00 50.00

Warp length meter (m) 9.89 19.90 29.90 39.89 49.88

Error (%) 1.10 0.50 0.33 0.28 0.24

As displayed in Table 2, the error of the warp length meter 
was less than 1.5%, and the measurement accuracy was higher 
than that of existing warp length meters. 

TRAWLING CONTROL

Automatic trawling control, in fact, is mainly achieved by the 
automatic retraction and release of the warp. The automatic warp 
winch control system was then independently designed by us.

The working principle of the automatic warp winch control 
system is as follows: The parameter data of the warp (e.g., warp 
tension and warp length) are acquired in real time during the 
retraction, release and dragging of the warp. The data are 
then transmitted to a self-designed warp automatic control 
software in the form of electrical signals. The parameter control 
conditions are set in advance, and the control instructions 
are judged and fed back to the hydraulic press to realize the 
automatic control of the warp winch. The self-designed control 
software interface of the warp winch is displayed in Fig. 3.

Fig. 3. The control software interface of the warp winch

EXPERIMENTAL PROCESS

In the first experiment, we performed calibration in the 
vicinity of 16 NM to the southeast of Zhujiajian, Zhoushan, 
China, where the water depth was 30 m. 

In the second experiment, we sailed 27 NM in the direction 
of Zhujiajian, Zhoushan, China and reached Dongfushan, where 
the water depth was 50–65 m. After calibration, we performed 
experiments for automatic trawling control and net shape 
monitoring and control. 

In the third experiment, we sailed 10 NM from the east of 
Zhujiajian, Zhoushan, China to the east of Andao in the outer 
ocean and reached a water depth of 30–35 m and performed 
a complete acceptance test by integrating fully automated 
intelligent fishing, fish transfer, refrigeration, and preservation. 
Furthermore, we analysed the roundabout motion of the ship 
and recorded the relevant data. Fig. 4 displays the images used 
in the third real sea test. 

Fig. 4. Scene of the third real sea test
Vettor [16] developed a new scheme to better estimate ship 

performance and response to sea conditions. Gucma [17] 
defined the relationship between port waterway system elements 
and conditions for the safe operation of ships. The experimental 
parameter setting values were obtained during the sea trial 
under actual sea conditions, as displayed in Table 3.

Tab. 3. Field test conditions

Designated water 
depth (m)

Length of the 
releasing warp (m) Ship speed (kn)

20 80-100-105-110-130 2.5-3.0-3.5-4.0-4.5

50 80-100-105-110-130 2.5-3.0-3.5-4.0-4.5

30 80-100-105-110-130 2.5-3.0-3.5-4.0-4.5

AIS DATA

After the experiment, the sea state navigation chart from 
2021-12-03 to 2021-12-04 (Fig. 5) obtained from the ship 
information network was analysed. 

The AIS data are displayed in Fig. 5: the angle in the heading 
direction was 293.0°, the angle in the track direction was 270.0°, 



POLISH MARITIME RESEARCH, No 1/202328

The time-domain graph of the warp force indicated that the 
changes in data of the warp force were considerably unstable, 
with frequent large fluctuations; thus, filtering is necessary. 
Wang [18] analysed the factors affecting warp tension 
measurement and concluded that time-varying filtering and the 
variations in first-order low-pass filtering data are complex and 
challenging and that Kalman filtering requirements were not 
satisfied. Therefore, a digital filtering algorithm was proposed 
to filter out the signals that cause interference. The previous 
study [18] designed a digital filter that was an improvement over 
an amplitude-limited filter. In the present study, the designed 
first-order low-pass filter was an improvement over a frequency-
limited filter. In this paper, interfering signals were effectively 
filtered through complex first-order low-pass filtering.

Interference was filtered through frequency-domain filtering, 
which roughly involved three steps, as illustrated in Fig. 8.

Fig. 8. Frequency-domain filtering process

FOURIER TRANSFORM

Fourier transform is a key algorithm in the field of digital 
signal processing. Vinay and John [19] authored a book titled 
Digital Signal Processing Using MATLAB (Third Edition), 
which covers topics such as discrete Fourier transforms and 
filter implementations. 

the latitude was 29°–58.312° N, and the longitude was 122°–
13.091° E. 

EXPERIMENTAL DATA PROCESSING

TIME-DOMAIN GRAPHS 

MATLAB software was used to process the data in the Excel 
file to obtain time-domain graphs. Fig. 6 displays the time-
domain graph of the warp length in the sea trial from 10:14 to 
12:15 on 2021-12-04.

Fig. 6. Time-domain graph of the warp length

Fig. 7 displays the time-domain graph of the warp force in 
the sea trial from 10:14 to 12:15 on 2021-12-04.

Fig. 7. Time-domain graph of warp force

Fig. 5. Navigation chart of sea conditions
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Fig. 9 illustrates the steps involved in the Fast Fourier 
Transform (FFT) operation performed in this study.

Fig. 9. FFT process in MATLAB

LOW-PASS FILTERING

The low-pass filter was set to a cutoff frequency. The simplest 
and most commonly used method to determine the cutoff 
frequency in the order of high to low involves using a low-
pass filter and observing the filtering effect until ideal filtering 
is achieved. The part above the cutoff frequency is set to zero, 
and the part below the cutoff frequency retains its value. In this 
study, we employed different cutoff frequencies, observed the 
effects of filtering, and finally set the cutoff frequency as 150 Hz.

INVERSE FOURIER TRANSFORM

Because the frequency-domain graph of the Fourier 
transform is axisymmetric, the left half of the frequency domain 
graph is typically discarded for more effective analysis and 
physical representation. Therefore, to obtain a complete inverse 
Fourier-transformed time-domain graph, the half spectrum 
was completed to form a full spectrum. The frequency-domain 
data was then converted to time-domain data using the Inverse 
Fast Fourier Transform (IFFT) algorithm (executed using 
MATLAB). 

The time-domain graph of the warp force after filtering on 
2021-12-04 is displayed in Fig. 10.

Fig. 10. Filtered time-domain graph of warp force

Using the same method of filtering for the ship speed, the 
time-domain graph of the ship speed was obtained after filtering 
on 2021-12-04 (Fig. 11).

Fig. 11. Filtered time-domain graph of ship speed

The time-domain graphs obtained before and after filtering 
were analysed and compared:
1.  The variation trends in the time-domain curves obtained 

before and after filtering were identical and almost coincident. 
Thus, our filtering operation was reasonable and satisfied the 
filtering requirements.

2.  The filtered time-domain data of the warp force was mostly 
consistent with the time-domain data before filtering, with 
only a small degree of data reduction at extreme points. In 
the time-domain graph, the peaks corresponding to data 
changes at extreme points were not relatively sharp as 
expected, indicating that the filtering effect was favourable 
and eliminated the redundant signal interference.

3.  The filtered time-domain graph was considerably clearer than 
the unfiltered time-domain graph because the frequency of 
the time-domain data obtained before filtering was 1 point/s 
(sampling frequency); the time-domain data points were 
denser, and the time domain curve was thicker with frequent 
fluctuations. The filtered time-domain graph did not exhibit 
these limitations and was thus better.

NUMERICAL ANALYSIS  
AND PROCESSING RESULTS

INFLUENCE OF EXPERIMENTAL PARAMETERS  
ON WARP FORCE

Fig. 12. Changes in warp force and ship speed in the time domain
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With the warp length fixed at 68 m, the variation trends 
of the warp force and ship speed were observed. As displayed 
in Fig. 12, the time-domain curves of the left and right warp 
forces were similar to that of the ship speed time. Therefore, 
warp force was positively correlated with ship speed.

Fig. 13. Changes in warp force and warp length in the time domain
As illustrated in Fig. 13, the warp force and warp length were 

observed at a ship speed of 3.5 kn. The warp force decreased 
with increasing warp length because an increase in warp length 
occurred when the warp was released, thereby resulting in the 
relaxation of the warp and a decrease in warp tension. When 
the warp length was increased and stabilized, the warp tension 
increased rapidly. Moreover, the warp tension increased after 
stabilization compared to before. Thus, warp force was positively 
correlated to warp length.

ANALYSIS OF BALANCE ADJUSTMENT  
OF LEFT–RIGHT WARP

In this experiment, to verify the performance of the automatic 
balance adjustment of the left–right warp length, a test was 
performed to control the length difference between the left and 
right warps and realize balance adjustment. Table 4 displays the 
set working conditions and the test results.

Tab. 4. Automatic balance adjustment of the left–right warp length

Number of times 1 2 3 4 5 6

Difference before balance 
adjustment (left–right) (m) -3 -2 -1 1 2 3

Difference after balance 
adjustment (left–right) (m) 0.2 0 -0.1 -0.2 -0.1 0

Time cost(s) 30 18 6 5 13 22

To verify the automatic balance adjustment of the left and 
right warp force, the results before and after the automatic 
balance adjustment were recorded (Table 5). 

Tab. 5. Automatic balance adjustment of the left–right warp force

Number of 
times 1 2 3

Before and 
after balance Before After Before After Before After

Left warp 
force (kg) 929.37 526.53 1096.73 1024.18 821.40 916.77

Right warp 
force (kg) 542.81 514.33 1356.95 1018.88 1125.80 919.42

Difference 
between left 

and right 
warp force 
(left–right) 

(kg)

386.56 12.20 -260.22 5.30 -304.40 -2.65

After balance adjustment, the lengths of the left and right 
warps and the warp force were balanced and stable.

VARIATIONS IN NET SHAPE OF THE BALANCE 
CONTROL SYSTEM

Wang et al. [20] designed a  tension control system to 
effectively adjust net mouth expansion and improve fishing 
efficiency. Nsangue et al. [21] used a trawl model of the Antarctic 
krill fishery and tested it in a water tank; they investigated the 
effects of the flow velocity, horizontal spread ratio, sinking force, 
and the ratio of buoyancy to the fishing line weight. In [21], 
Eq. (2) was used to calculate the area of the net mouth (MA).

MA = π × H × CD/4     (2)

where H denotes the net mouth height (vertical opening) and 
CD is the horizontal opening of the trawl net. 

We determined the net shape parameters before and after the 
automatic balance adjustment of the warp that was realized using 
the net position meter system. Fig. 14 displays the net position 
monitoring interface of the net position monitoring and control 
system. This interface can not only be used to monitor the net 
position and net mouth information but also determine the 
required vertical expansion value of the net mouth.

Fig. 14. Monitoring interface of the net position
Fig. 15 displays the otter board monitoring interface of the 

net position monitoring and control system. This interface can 
be used not only to monitor the posture and information of 
the otter board but also to determine the horizontal expansion 
value of the net mouth.
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Fig. 15. Monitoring interface of the otter board

The horizontal expansion value of the net mouth was 
determined as follows: two net sleeve sensors were installed 
on both sides of the net mouth transverse position, and the 
distance between the two ends was the horizontal expansion 
value of the net mouth.

The vertical expansion value of the net mouth was determined 
as follows: the distance between the lower dragline and the 
upper dragline was measured using an upper dragline sensor 
based on the principle of acoustic echo.

Fig. 16 displays the time-domain graph of the horizontal 
expansion value of the net mouth obtained in the sea trial from 
10:45 to 13:00 on 2021-12-04.

Fig. 16. Time-domain graph of the horizontal expansion value  
of the net mouth

Fig. 17 displays the time-domain graph of the vertical 
expansion value of the net mouth obtained in the sea trial from 
10:45 to 13:00 on 2021-12-04.

Fig. 17. Time-domain graph of the vertical expansion value of the net mouth
Furthermore, using Eq. (2) and the derived horizontal 

expansion and vertical expansion values of the net mouth, 
the net mouth area was calculated and then analysed. Table 6 
displays the net shape data obtained when warp tension balance 
control was used.

Tab. 6. Net shape parameters under tension balance control 

System
Horizontal 

expansion of 
net mouth (m)

Vertical 
expansion of 

net mouth (m)

Area of 
net mouth  

(m2)

Without tension 
balance control 13.1 4.2 43.19

With tension  
balance control 15.3 4.7 56.45

Table 7 displays the corresponding net shape data obtained 
when warp length balance control was used.

Tab. 7. Net shape parameters under length balance control

System
Horizontal 

expansion of 
net mouth (m)

Vertical 
expansion of 

net mouth (m)

Area of 
net mouth  

(m2)

Without length 
balance control 18.1 4.7 66.78

With length  
balance control 13.5 8.6 91.14

The net mouth area increased by 30.7% and 36.5% after 
balance control of the warp tension and warp length, respectively. 
By contrast, the net mouth area increased by 9.6% when tension 
control was used in a previous study [20]. Therefore, the present 
study further improved the fishing efficiency of the trawler.

CONCLUSIONS

The present study combined warp tension and warp length 
automatic balance control. In addition, key equipment was 
independently developed and designed, and sea trials were 
conducted through intelligent automatic fishing in ocean-going 
double-deck trawlers. The main conclusions of this study are 
as follows: 
(1)  The innovative automatic balance control system that 

utilized both warp tension and warp length exhibited good 
performance and high accuracy, indicating the applicability 
of the proposed control system to fishing in ocean-going 
double-deck trawlers. 

(2)  Warp tension was effectively evaluated through complex 
first-order low-pass filtering, with a filtering cutoff frequency 
of 150 Hz (when the data volume was 3600) for the parameter 
data in the warp balance system. 

(3)  The warp force was positively correlated with warp length 
and ship speed. 

(4)  The net mouth area increased by 30.7% and 36.5% after 
balance control of the warp tension and warp length, 
respectively, and the fishing efficiency thus improved.

In future studies, more experimental data related to straight 
navigation will be collected during sea trials; the data obtained 
during straight navigation and turns will be compared to derive 
the corresponding variation trends.
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ABSTRACT

The article addresses the three-dimensional (3D) underwater path planning problem of an autonomous underwater 
vehicle (AUV) in a time-varying current. A modified artificial potential field algorithm combining the velocity vector 
synthesis method is proposed to search for the optimal path. The modified potential field (MPF) algorithm is designed 
to dynamically plan the non-collision path. Meanwhile, this modified method is also proved to be an effective solution 
to the goals not reachable with obstacles nearby (GNRON), U-shaped trap, and rotation unreachable problems. To 
offset the influence of time-varying current, the velocity synthesis approach is designed to adjust the AUV movement 
direction. Besides, considering path planning in the complex underwater environment, the multi-beam forward-looking 
sonar (FLS) model is used. Finally, simulation studies substantiate that the designed algorithm can implement the 
AUV path planning effectively and successfully in a 3D underwater environment.

Keywords: AUV, 3D underwater path planning, time-varying current, modified artificial potential field, velocity synthesis

INTRODUCTION

Autonomous underwater vehicles (AUVs) are used to 
perform various tasks [1], such as measuring ocean parameters 
and monitoring, oceanography surveys, and security and 
acoustic surveillance. The AUVs have lower operating costs 
than those of manned vehicles especially when working 
for a long time underwater [2]-[4]. Three-dimensional (3D) 
path planning is an essential precondition and requirement 
for the intelligence and autonomy of AUVs in underwater 
missions, such as cooperative tracking, flocking, hunting and 
pursuit-evasion [5]-[7]. It is a process in which the AUV finds 
a path from the initial or current position to its destination 
according to some criteria of safety, mobility, and optimality 
[8]-[11]. Specifically, obstacles are inevitable in the complex 
underwater environment. Therefore, obstacle avoidance must 
be considered for the 3D path planning of AUVs.

In recent years, many approaches have been presented 
and used for the AUV path planning problem, which include 
the A* method [12], field D* method [13], Dijkstra’s method 
[14], rapid exploration random tree (RRT) [15][16], the fast 
marching (FM) method [17][18] and artificial potential field 
(APF) [19]. Potential field methods have rapidly gained 
increased popularity in obstacle avoidance applications for 
autonomous vehicles and robots, owing to their elegance 
and mathematical simplicity [20]-[22]. Meanwhile, they 
have some inherent limitations. Perhaps the most often-
mentioned problem with potential field methods (PFMs) is 
the trapping or local minima cases. When the AUV enters 
a dead end (such as a U-shaped obstacle), a trapping situation 
may occur. Besides, the goals not reachable with obstacles 
nearby (GNRON) problem may occur in cases where the 
goal position is quite close to an obstacle [21]. Among them, 
when the AUV approaches the target, it will also near the 
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obstacle. If the repulsive and attractive potentials are defined 
as common forms, the attractive force will be much smaller 
than the repulsive force, and the goal position is not the global 
minimum of the total potential. So, the AUV cannot reach 
its target due to the obstacle nearby. 

For the above issue of APFs, researchers have proposed 
many effective solutions, mainly including two kinds. The 
first method is to improve the potential field function to 
eliminate the local minimum point, and ensure that the 
destination point is the minimum point of the global potential 
field to reduce the probability of local minimum points in 
the potential field [23][24]. The second one is combined with 
the APF method and other methods, so that the autonomous 
vehicle or robot can escape from the local minimum position 
[25]-[27]. The heterogeneous-ants-based path planner was 
proposed as a global path planner to directly find a smoother 
and optimal path [28]. The deep deterministic policy gradient 
algorithm is combined with the APF method to solve the 
safe navigation problem for AUV in the two-dimensional 
(2D) underwater environment [29]. However, to the best 
of our knowledge, the combination methods will increase 
the computational complexity, and affect the real-time 
performance of the APF. 

Moreover, the underwater environment is a complex, 
uncertain, and unstable space. Most of the above studies 
focused on generating valid paths, and ignored the impact 
of other environmental factors (such as current), which is 
unreasonable [30][31]. In particular, the current change has 
a great influence on AUV navigation. Thence, the design of the 
AUV path planning algorithm should consider environmental 
factors. Meanwhile, to reduce the memory requirement and 
speed up the planning process, most of the above-mentioned 
methods in the literature have been tested and applied in a 2D 
environment. But in the complex underwater environment, 
the practical AUV motion needs to follow a 3D route [32]-[34]. 
Compared to the simple 2D path, a 3D route is more practical 
but difficult, since the path has to be generated and modified 
in real time to improve the AUV’s adaptability to complex 
environments. In [31], a biologically inspired neural dynamics 
method based on map planning is proposed for obstacle 
avoidance of an AUV in a 2D non-stationary environment. 
In [35], an optimized fuzzy control algorithm combined with 
particle swarm optimization (PSO) is proposed for AUV path 
planning to generate an optimal 3D path. The disadvantage is 
that it ignores the influence of time-varying ocean currents. 
However, these studies only studied the constant current and 
path planning limits (with limited distance from obstacles) 
applicable to the AUV platform. For 3D AUV navigation, 
time-varying current should be considered.

Inspired by [30]-[35], to solve the 3D path planning 
problem for an AUV in an underwater environment, this 
article proposes an MPF-based velocity synthesis (VS) 
algorithm to plan the non-collision path under the influence 
of time-varying current, as shown in Fig. 1. The underwater 
environment model is constructed through multi-beam FLS. 
The main advantages of this article include:  

3D Underwater Path Planning for AUV

Goal nonreachable 
with obstacle nearby 

(GNRON)

U-shaped trap

pGdThe distant         to improve 
repulsive potential

Rotation matrix, and a 
strict attenuation function 

to improve attractive 
potential

Rotation unreachable 

New distance factor          to further 
improve the attractive  potential

The above improvements lead to new problem

( )M X

MPF-based VS Algorithm 
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Fig. 1. 3D underwater path planning for AUV

1) Unlike the traditional APF schemes in [20]-[22], the 
proposed MPF method is designed to solve the GNRON 
and U-shaped trap problems. Besides, the attractive 
potential is modified to solve the new problem of rotation 
unreachable (a special case of GNRON and U-shaped trap).

2) Unlike existing path planning methods in [31][35], 
a method that combines MPF with VS is proposed to 
enhance the robustness of the AUV path planner in time-
varying current.

3) In contrast to the methods in [30][31], the proposed 
algorithm is more versatile since the path planning module 
is suitable for a 3D underwater environment.
The organization of this article is as follows. The problem 

statement is presented in Section 2. Section 3 describes the 
proposed MPF-based VS algorithm for 3D underwater path 
planning of the AUV. Section 4 gives the simulations to certify 
the performance of the proposed algorithm. The summary 
and further work are presented in Section 5.

PROBLEM STATEMENT

Consider the mathematical models for an AUV, shown 
in Fig. 2. The simplified kinematic model (four degrees of 
freedom) can be defined as [35]-[37] 

 (1)

where η is the AUV position and orientation state vector 
in the earth-fixed frame. ν = [u w q t]T is the velocity state 
vector in the body-fixed frame. Variables u and w are surge 
and heave velocities. q and r are the pitch velocity and yaw 
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velocity, respectively. x, y, z are the displacement coordinates. 
The variable θ denotes the orientation angle and ψ is the 
heading angle.

X

oX

O
Y

oY

Z

oZ

Body-fixed frame

Earth-fixed frame E

( )u surge

( )p roll
( )r yaw
( )w heave( )v sway

( )q pitch

 
Fig. 2. AUV coordinate systems

As the AUV works in a 3D underwater environment, 
information needs to be gathered from its surroundings by 
a multi-beam forward-looking sonar (FLS) [38]. Fig. 3 shows the 
main parameters of the sensor. The sonar can detect obstacles 
in its vision, calculate the coordinates of the intersection of 
the surface of the obstacle and 240 beam rays, and calculate 
the distance between the sonar head and the intersection.

120° 17°

120m

AUV moving 
direction

80*3 beams

Fig. 3. The main parameters of multi-beam FLS 

According to the actual situation, the 3D underwater 
environment includes obstacles and timevarying current, 
as shown in Fig. 4. Thus, the APF approach is to establish an 
attractive potential field function (Urep) and repulsive potential 
field function (Uatt) around the goal point and the obstacles, 
respectively. The total potential field function (Utotal) is the 
superposition of the two potential fields, which determines 
the motion for the AUV (shown in Fig. 4). Moreover, the 
motion is considered in 3D space; the initial position of the 
AUV is X = [x, y, z]T; the target position is G = [xgoal, ygoal, zgoal]
T, and the obstacle position is O = [xo, yo , zo]T . The potential 
field forces as follows are three-dimensional forced vectors.

Target

Obstacles

attF

repF

sumF

X

Y

O

Z

0d

Time-varying current

...

X

G

Fig. 4. 3D underwater path planning problem

In the 3D path, the potential functions for the APF are 
described as follows [30]:

  (2)

  (3)

(4)

where λ1, λ2 (λ>0) are the attractive and repulsive proportional 
gains of the functions. dXG= ||Ggoal – X|| expresses the distance 
between the target and the AUV. ||do|| represents the limit 
distance of the influence of the potential field, and ||dXO|| is the 
shortest distance to the obstacle and the AUV. The distance 
is dependent on Euclidean distances and vector algebra, the 
same as in the 2D environment.

The corresponding force is the negative gradient of 
potential, and the AUV navigates using the force given by

(5)

The traditional APF method cannot guarantee that 
the AUV reaches the target position in many cases. The 
aforementioned literature reports some of the limitations 
of this method [20]-[22]. At the same time, the following 
assumptions are given: 

Assumption 1: Complicated obstacles can be decomposed 
into simplified models, such as cuboids, floating balls, 
U-shaped, and so on. They can be superimposed on each 
other, the main parameters of which are geometric centroid, 
radius and ||do||.
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Assumption 2: The distances of obstacles, targets and 
AUVs refer to the distances of their geometric centroids. 
And their own radii also need to be considered for collision 
avoidance.

Assumption 3: The convergence distance Δd is set as 
0.02 m, and defined as the acceptable distance range from 
the target point coordinates to the AUV position. 

PROPOSED APPROACH

In this section, an MPF-based velocity synthesis approach 
to 3D underwater path planning of an AUV is proposed with 
static obstacles and time-varying current. Here, the MPF is 
used for path planning to guide AUVs to avoid obstacles. 

A. Velocity vector synthesis method
The basic idea of the VS algorithm is to control the 

movement direction of the AUV, offset the influence of the 
current on the AUV navigation, and make the resultant vector 
point to the destination. It is shown in Fig. 5,

X

Y

Z

cV t

L
auvV t

AUV
position

Target

1

2

3

Fig. 5. Algorithm of the velocity vector synthesis 

where L is the vector from the initial position of the AUV 
to the target. The vector Vauv(t) is the moving speed of the 
AUV, and |Vauv(t)| is known. Vc(t) is the velocity of the time-
varying current. α1 represents the angle between Vauv(t) and 
L. α2 is the angle between the positive direction of Vc(t) and 
L, and α3 is the angle between the positive direction of the 
x-axis and Vc(t).

In order to make the resultant velocity vector of the AUV 
velocity and the ocean current velocity point to L, first, the 
vectors Vauv(t) and Vc(t) are decomposed, and the component 
perpendicular to L is denoted as Vauvd(t) and Vcd(t), such that

 (6)

Then, the AUV velocity component is made to offset the 
ocean current velocity component, namely

(7)

B. MPF-based velocity synthesis algorithm 
The MPF-based velocity synthesis algorithm uses the 

goal, obstacle, and AUV positions as features to obtain 
a sequence of objective points that the AUV must attain, 
and gradient information influenced by the attractive and 
repulsive forces to transform a sequence of objective points to 
a path. Hence, the proposal achieves the task of path planning 
generation, to solve the limitations given by the original APF 
in 3D underwater path planning for the AUV, such as the 
GNRON, U-shaped trap and rotation unreachable. Based 
on the improved repulsive potential, the GNRON problem 
is eliminated by adding a coefficient item to the repulsion 
potential field of obstacles. The attractive potential function 
can keep away from a U-shaped trap by a rotation matrix 
F(X). Then, the distance factor function M(X) is considered 
to improve the attractive potential and solve the rotation 
unreachable problem caused by the rotation matrix F(X). The 
pseudo code for the proposed method is shown in Table 1.
Tab. 1. Algorithm of MPF-based velocity synthesis

Input: a means to compute the gradient  at   
Output: multipoint sequence   
1: procedure MPF( ) 
2: i=0 
3: calculation angle   
4: by introducing  and  to improve repulsive potential   
— GNRON 

5: ,  to improve attractive potential 
6:  to further improve attractive potential  — rotation unreachable 
7: combined velocity vector synthesis method — time-varying current 
8: calculate the total potential  
9: if  —target achieved 
10: else i=i+1 

the next position for the AUV 
11: end if  
12: end procedure 

Modified repulsive potential for GNRON 
When the target is within the influence distance of the 

obstacle, the global minimum point in the traditional APF 
method will not be at the target position. This is one of the 
factors that make the target unreachable. Hence, the distance  
||dXG|| is introduced to the repulsive potential as follows: 

 (8)
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In view of the above potential, the repulsive force can be 
expressed as

  
(9)

 
(10)

Here, Urepmax is the maximum repulsive potential. R is the 
radius of the obstacle, which is the maximum distance from 
the centroid to the obstacle. , ,  are the unit vector. 
||din|| is the shortest distance between the obstacle and the 
AUV. a is a positive parameter.

When moving into the interior of the open obstacle, for 
example, the following U-shaped obstacles, the maximum 
repulsive potential is used to ensure obstacle avoidance. The 
new repulsive potential function can ensure that the total 
potential has a global minimum at the goal position. So, the 
AUV can reach the target with the obstacle nearby. 

Modified attractive potential for U-shaped trap
When a local minimum point appears within the U-shaped 

obstacle, the AUV falls into the interior of the U-shaped trap. 
On the one hand, the maximum repulsive potential is used 
to ensure obstacle avoidance. On the other hand, to avoid the 
trap, a rotation matrix F(X) and a strict attenuation function 
B(X) = e((–H(X)

m
)) have been introduced. The new attractive 

potential is defined as follows:

 (11)

Here, θ represents a random angle, and  is defined as below:

 (12)

Among them, B(X) is

 (13)

The attractive force is expressed as follows. It is the negative 
gradient of the attractive field,

 (14)

where sθ, cθ are the sine and cosine functions. m is the decay 
rate. B(X) is a decay function. H(X) is the total force of the 

MPF. When the magnitude of the total force approaches zero, 
the value B(X) will be close to one. And as H(X) grows, B(X) 
will decay rapidly to zero.

If the value B(X) is zero,   and F(X) 

are the identity matrices. Similarly, the direction of the total 
force will not be rotated. When the value of B(X) is one, the 
rotation matrix is as follows:

Based on this, the direction of the total force will rotate  
degrees. After that, the AUV will escape the U-shaped trap. 
However, the rotation matrix will make the AUV rotate 
around the target when approaching the target. Hence, 
the AUV cannot reach the target, which is called rotation 
unreachable (a special case of GNRON and U-shaped trap).  

A  further modified attractive potential for rotation 
unreachable

As noted earlier, the modified attractive potential makes 
the AUV avoid the U-shaped trap problem effectively by 
introducing the rotation matrix. However, it will cause 
rotation unreachable. 

According to (8) and (14), when the AUV approaches the 
target, the total force will gradually decrease. When the total 
force decays to a non-zero value, the situation of rotation 
unreachable will occur. In this situation, the AUV will rotate 
around the target. In order to solve the above problem, 
a distance factor function M(X) is introduced: 

 (15)

The further modified attractive force is

 (16)

As the AUV moves away from the target, M(X) is 
approximately equal to one. When the AUV approaches the 
target, its growth rate is greater than the decay rate of ||dXG||. 
Hence, as the AUV approaches the target, the magnitude 
of the attractive force will increase rapidly. Since F(X) is an 
identity matrix, the attractive force will not rotate. The further 
modified attractive potential can avoid rotation unreachable.

Combining the velocity vector synthesis method (7) 
and MPF (9)(10)(16), the proposed algorithm can realize 
3D underwater path planning with time-varying and static 
obstacles. In summary, both the attractive and repulsive 
potential have been modified, and this overcomes the 
limitation of the traditional APF.
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SIMULATIONS AND ANALYSIS

Considering that this work aims to achieve 3D underwater 
path planning for an AUV with time-varying current and 
static obstacles, and the MPF-based velocity synthesis method 
is applied to effectively solve the limitations of the APF and 
ocean current, three simulation conditions were carefully 
selected. The starting point was set at X = (0,0,0)T and the 
target point at G = (20,20,15)T. According to Assumptions 
1‒3, the simulation experiments are as follows to accomplish 
comparisons of the proposed method concerning traditional 
APF. Besides, the time-varying ocean current is described 
as follows [39]:

 (17)

 (18)

where 
                 

 is the velocity of the ocean current, and 
the parameters are set as  c = 0.15, k = 1, γ = 0.88, B0 = 0.15  
δ = 0.3, ω0 = 0.4.                                                                                                       

Meanwhile, it is assumed that the AUV is moving 
at a constant speed, and the total force applied to it only 
determines the direction of its motion. Then, if the distance 
from the AUV to the target is less than 0.02 m, it indicates that 
the AUV has reached the target. First, the design parameters 
of the best planning effect are selected by using the APF 
method through simulation results. In the simulation, the 
AUV must not only avoid obstacles but also overcome the 
influence of time-varying current, and the VS algorithm 
was introduced to overcome the influence of the current by 
adjusting the navigation direction of the AUV. Afterward, 
the same parameters for the APF and MPF-based VS are used 
to make comparisons for each situation. In the following 
simulation, the blue circle represents part of the AUV location.

A. Simulation comparison for GNRON 
When the target is close to an obstacle, it will cause the 

GNRON problem in Fig. 6. Both the traditional APF and 
the MPF-based VS method are compared to confirm the 
effectiveness of the improvement. For this test, the APF 
parameters are λ1 = 2, λ2 = 3 , do = 3 , m = 2 , R = 0.5. The 
parameters of the MPF-based VS are λ1 = 2, λ2 = 3, a = 0.5, 
do = 3, m = 2, R = 0.5. There is an obstacle with the coordinate 
of O = (19.5,19.5,14)T. In Fig. 7, the modified repulsive potential 
is adopted. It can be concluded from the above simulation 
that both the potentials can ensure that the AUV reaches 
the target point while avoiding obstacles. But when the AUV 
approaches the target, it will oscillate due to obstacles near the 
target. After the repulsive potential is modified by ||dXG||, it 
rapidly decreases near the target, and the AUV finally reaches 
the target. 

B. Simulation comparison for U-shaped trap
Fig. 8 and Fig. 9 show a U-shaped trap simulation test, 

which is the best-known problematic situation in the 
traditional APF. In this situation, a rotation matrix and a strict 
attenuation function are chosen to improve the attractive 
potential. The APF parameters are λ1 = 0.01, λ2 = 5 , do = 5, 
m = 2, R = 1; the parameters of the MPF-based VS are λ1 = 2, 
λ2 = 3, a = 0.5, do = 3, m =2, R = 1. The obstacle position is  
O = (10,10,7.5)T. Obviously, it will sink into the U-shaped 
trap by the traditional APF, and the maximum repulsive 
potential is used to avoid the collision obstacle in Fig. 8. Fig. 9 
shows the path generated by the proposed method, and the 
AUV reaches the target away from the trap. From the above 
simulation results, it is shown that the proposed MPF-based 
VS method can make the AUV rotate and avoid dropping 
into the U-shaped trap efficiently.  

Fig. 6. Simulation of traditional repulsive potential 

Fig. 7. Simulation of modified repulsive potential
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Fig. 8. Simulation of the traditional APF

Fig. 9. Simulation of the MPF-based VS

C. Simulation comparison for rotation unreachable
When the modified attractive function is introduced, the 

rotation unreachable may be generated, as shown in Fig. 10. 
For this part, the parameters are λ1 = 2.8, λ2 = 2.8, a = 1.5, 
do = 6, m = 2. The obstacle position is as follows: 

, 

Fig. 10 represents the problem of rotation unreachable by 
a rotation matrix F(X). When the AUV approaches the target, 
it starts to rotate around the target. As shown in Fig. 11, under 
the action of the modified repulsive potential and further 
modified attractive potential, the AUV can reach the target 
point while avoiding obstacles.

Fig. 10. Rotation unreachable caused by new attractive function  

Fig. 11. Simulation of the MPF-based VS

In summary, the proposed algorithm has been effectively 
tested for an AUV under time-varying current and different 
static obstacles environments. The theoretical analysis and 
simulation comparison results above prove that 3D underwater 
path planning using the proposed MPF-based VS method can 
get better performance than the traditional APF method. 
Meanwhile, the 3D path planning simulation results of the 
AUV prove that the proposed method can effectively deal 
with the GNRON, U-shaped trap, and rotation unreachable 
problems under a variety of static obstacles environments.

CONCLUSION

In this article, 3D path planning in environments with time-
varying current and static obstacles is studied for an AUV and 
a novel MPF-based velocity synthesis method is proposed. 
This proposed method has a concise mathematical description 
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and algorithm structure, and has solved the problems of the 
traditional APF, such as the GNRON, U-shaped trap, and 
rotation unreachable. To offset the influence of the current, 
the VS method is designed to adjust the moving direction 
of the AUV. Besides, based on the multi-beam FLS model, 
it is suitable for path planning in a complex underwater 
environment. Finally, the simulation results show the good 
performance of this algorithm. For future work, the energy 
consumption will be considered in the path planning of AUVs.
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ABSTRACT

The aim of this work is to study the influence of chamfered perforation and chamfering on the heave and pitch motion 
of a single floating wind power platform with an anti-heave device. Firstly, the hydrodynamic performance of a single 
floating body with different chamfers, or without perforation, is calculated and analysed. Secondly, the motion of a 
model without perforation and with 35° chamfered perforation is captured and studied in a towing tank. The results 
show that when the wave height is large and the period is small, the perforated device has a certain effect. When the 
wave height and period are small, the pitch suppression effect of chamfered perforation is more obvious than that of 
non-chamfered perforation. When the period and wave height are large, the heave suppression effect of non-chamfered 
perforation is better than that of chamfered perforation. In experimental research, the perforated floating body has 
a certain effect on restraining the heave and pitch of a floating body under most working conditions, and the effect of 
restraining the pitch is obviously better than that of restraining the heave.

Keywords: single floating wind power platform; different chamfered perforation; numerical simulation; experiment; heave plate

INTRODUCTION

There has been much research on restraining the motion 
response of a floating platform, both at home and abroad. 
Ciba [1] presented a platform in which 24 holes were cut and 
the full and punched heave-plate designs were also tested 
with regular waves of different periods to obtain amplitude 
characteristics. Zhiqian et al. [2] found that the suppression 
effect of heave plates on the motion response in the heave 
direction was better than that of pitch. Zhou et al. [3] used 
a numerical calculation method to study the hydrodynamic 
characteristics of a floating wind turbine spar platform under 

heave plates, with different air permeability and different 
numbers of holes under the same air permeability. Song 
and Odd [4] conducted experimental and numerical studies 
on perforated rectangular plates at forced harmonic heave 
motions, horizontally submerged at both a deep and shallow 
submergence. Samuel et al. [5] predicted the hydrodynamic 
loads on heave plates by computational fluid dynamics 
methods. Brecht et al. [6] presented a study on the coupling 
between a fluid solver and a motion solver to perform fluid–
structure interaction simulations of floating bodies. Zhu 
and Lim [7] performed a forced oscillation experiment to 
effectively obtain the added mass of a floating body, while 
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changing various related parameters. Gu et al. [8] simulated 
the forced heave and surge motion of axisymmetric vertical 
cylindrical bodies with flat and rounded bases and determined 
the viscous effects generating drag, as well as influencing 
added mass and radiation damping. Bezunartea et al. [9] 
built models of one leg of a platform that was equipped with 
a heave plate without any reinforcements, to study scale 
effects on the hydrodynamics of this element. Alexander 
et al. [10] developed an open-source CFD/6-DOF solver by 
using OpenFOAM for the high-fidelity simulation of offshore 
floating wind turbine platforms. Lucas et al. [11] carried out 
a case-study involving a simplified version of the floater of 
a semi-submersible FOWT and dealt with cases where the 
incoming flow was composed of more than one frequency; 
body motions are a combination of periodic components with 
very different frequencies. Homayoun et al. [12] dealed with a 
new concept of near-shore combined renewable energy system 
which integrates a monopile wind turbine and a floating 
buoy with heave-type wave energy converter. Ciba presents 
a method for determining the hydrodynamic coefficients of 
an object based on the free decay test [13]. Dymarski et al. 
presented the results of selected works related to the wider 
subject of the research which concerns design and technology 
of construction, towing, and settlement on the seabed, or 
anchoring, of supporting structures for offshore wind farms 
[14]. Ciba et al. presented a design of a floating platform 
for offshore wind turbines which is a modification of the 
Spar design and consists of three variable section columns 
connected to each other by a ballast tank in the lower part 
of the platform [15].

The inf luence of the perforated chamfer on the 
hydrodynamic performance of the heave plate was studied 
through physical experiments and numerical simulations 
[16]. The anti-oscillation device with the purpose of reducing 
the heave and surge effects of the platform was studied [17]. 
According to the above-mentioned numerical simulation, a 
new type of chamfer perforation model is adopted. Based on 
the numerical simulation, the hydrodynamic performance 
of the two experimental devices with 35° chamfers holes and 
without holes under different wave heights 
and frequencies was experimentally studied, 
and their heave and pitch response curves 
were analysed.

BASIC THEORY

The main research work of this paper was 
the numerical simulation and experimental 
study of the motion of a floating body 
in waves, and the solution of the f low 
field around the floating body based on 
STAR-CCM+.

NUMERICAL SIMULATION OF 
HYDRODYNAMIC CHARACTERISTICS

NUMERICAL MODEL DESIGN OF HYDRODYNAMIC 
CHARACTERISTICS

Taking a 5 MW floating wind turbine as a research object, 
the numerical simulation and physical experimentation of a 
single-leg model was carried out. The scale ratio of the test 
model was set as 1:60 and the numerical simulation model 
was established according to the actual platform size. The 
test model is shown in Fig. 1 and the model data are given 
in Table 1.

Table 1 Data sheet of model

Characteristic parameter Value

Platform draft (m) 20

Height of the buoy above the waterline (m) 12

Height of the buoy below the waterline (m) 14

Height of the heave plate (m) 6

Diameter of the heave plate (m) 24 

Height of the buoy (m) 26 

Diameter of the buoy (m) 6

Weight (kg) 3.5×106

Numerical simulation of the free motion of a single floating 
body in first-order waves was carried out. Two-phase flow 
(air and water) was simulated in a continuum using the 
‘Volume of Fluid Domain’ model. The motion of a single 
floating body with six degrees of freedom was tracked and 
measured. There were 25 numerical simulation conditions 
in total, which adopted combinations of 5 wave periods and 
5 wave heights, such as those shown in Table 2.

Fig. 1. Schematic diagram of model
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Table 2 Numerical simulation conditions

Wave height (m) Cycle (s)

1.8, 3.6, 5.4, 7.2, 9.0 38.73, 30.98, 25.82, 22.13, 
19.36

NUMERICAL COMPUTATION DOMAIN AND 
BOUNDARY CONDITIONS

A cuboid was used for the calculation domain in the 
numerical calculations in this paper. The size of the 
calculation domain was selected as 400 × 240 × 240 m and 
the corresponding number of meshes was 743,681.

In the setting of boundary conditions, the single floating 
body was set as a smooth wall; the left side of the calculation 
domain was set as the velocity inlet, which is the first-order 
wave velocity. The right side of the calculation domain was 
set as the pressure outlet, set as hydrostatic pressure. The 
other surfaces in the calculation domain are symmetrical 
planes, see Fig. 3.

Mooring settings: the catenary mooring line was adopted 
with the fairleads at the bottom of the buoy and the bottom 
of the calculation domain was connected with the catenary. 
The mass per unit length of the mooring line was 113.4 kg/m 
and the tensile stiffness was 7.536 × 108 N.

To select the turbulence model, the RANS turbulence 
model, k-epsilon turbulence, separated flow, constant density, 
implicitly unsteady, realisable k-epsilon double layer, gradient 
and other turbulence models were adopted. 

The moving grid method was used in the numerical 
simulation and the translational motion was created in the 
motion module by the overlapping grid. The motion of a 
single floating body with six degrees of freedom was tracked 

and measured. 

Fig. 3. Schematic diagram of boundary conditions

HYDRODYNAMIC PERFORMANCE AT DIFFERENT 
WAVE HEIGHTS

The pitch and heave time-domain curves of the maximum 
perforated model and the non-perforated model under the 
minimum cycle condition under different wave heights were 
selected for comparison, as shown in Fig. 4. The symbol 
‘origin’ in the picture means the model without perforation, 
and the symbol ‘35°’ means the perforation with 35° chamfers. 

The movement trend of the perforated model and the 
model without perforation basically remains the same on the 
time history curve; the perforation has no obvious anti-rolling 
effect except the working condition with large wave heights.

Similar to the case of pitch, when the wave height is small, 
the perforation has no significant effect on the anti-surging of 
the model but, when the wave height is large, the perforated 
anti-surge device has a certain anti-surge effect.

(a) A=1.8 m (b) A=3.6 m (c) A=5.4 m 

(d) A=7.2 m  (e) A=9.0 m 

Fig. 4. Period T = 19.36 s, heave comparison between origin and 35° at different wave heights
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HYDRODYNAMIC PERFORMANCE WITH DIFFERENT 
FREQUENCIES

The pitch and heave time domain curves of the maximum 
perforated model and the model without perforation under 
different periods at the maximum wave height condition 
were selected for comparison, as shown in Fig. 5 and Fig. 6.

On the time history curve of pitching, it can be seen that 
the perforation only has a certain anti-pitching effect for 
short periods.

Similar to the case of pitch, the perforating only has a 

certain effect for short periods but has no obvious effect on 
the condition of large cycles. 

HYDRODYNAMIC PERFORMANCE WITH DIFFERENT 
CHAMFERS

The multiple maximum pitch angles and maximum heave 
distances were extracted and the average value taken, to 
obtain the point line diagram for comparison.

At the same frequency, but with an increase in wave height, 
the pitch amplitude of different perforated models shows a 

(a) T= 38.73 s (b) T=30.98 s (c) T=25.82 s 

(d) T=22.13 s (e) T=19.36 s 

Fig. 5. Wave height A = 9 m, pitch comparison of origin and 35° in different periods

(a) T= 38.73 s (b) T=30.98 s (c) T=25.82 s 

(d) T=22.13 s (e) T=19.36 s 

Fig. 6. Wave height A = 9 m, heave comparison of origin and 35° in different periods



POLISH MARITIME RESEARCH, No 1/2023 47

Fig. 9 shows the comparison of pitch at different hole angles 
and different frequencies but at the same wave height. At 
the same wave height, the pitch amplitude decreases with 
the increase in wave period. When the wave height and the 
frequency are large, the perforation has a certain inhibitory 
effect on the pitch of the platform. When the wave height 
and period are small, the pitch suppression effect of the 
perforation with chamfers is more obvious than that of the 
perforation without chamfers, but there is no obvious law in 
other working conditions.

generally upward trend; the perforated model, basically, has a 
certain inhibitory effect when the wave height is large. When 
the wave height is small, the pitch suppression with chamfered 
perforation is more obvious than that without chamfering 
but there is no significant difference between them when the 
wave height is large, as shown in Fig. 7.

In terms of heave, with an increase in wave height, the 
overall heave amplitude of the platform increases but the anti-
heave device with perforations has no significant inhibitory 
effect on the heave of the platform, which is shown in Fig. 8.

(a) T= 38.73 s (b) T=30.98 s (c) T=25.82 s 

(d) T=22.13 s (e) T=19.36 s 
Fig. 7. Comparison of pitch with different hole angle in different wave height at the same frequency

(a) T= 38.73 s (b) T=30.98 s (c) T=25.82 s 

(d) T=22.13 s (e) T=19.36 s 
Fig. 8. Comparison of heave with different hole angle in different wave height at the same frequency
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Fig. 10 shows the comparison of heave with different hole 
angles in different frequencies at the same wave height. In 
terms of heave amplitude, the effect of perforation on heave 
suppression is not obvious under most working conditions. 
When the period is large, the suppression effect of non-
chamfered perforation on heave motion is better than that 
with chamfered perforation but, when the period is short, 
the suppression effect of chamfers on heave motion has no 
obvious law.

EXPERIMENTAL STUDY ON 
HYDRODYNAMIC CHARACTERISTICS

EXPERIMENTAL DESIGN OF HYDRODYNAMIC 
CHARACTERISTICS

The experiments were carried out in a towing tank. The 
pool size was 130 × 6 × 4 m. The wave making system was 
located at one end of the pool and the corresponding wave 

(a) A=1.8 m (b) A=3.6 m (c) A=5.4 m 

(d) A=7.2 m (e) A=9.0 m 
Fig. 9. Comparison of pitch with different hole angle in different frequencies at the same wave height

(a) A=1.8 m (b) A=3.6 m (c) A=5.4 m 

(d) A=7.2 m (e) A=9.0 m 
Fig. 10. Comparison of heave with different hole angle in different frequencies at the same wave height
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dissipation system was installed at the other end of the pool. 
The motion amplitudes of the single floating body model 

without perforation and with 35° chamfered perforation, 
moored in the pool under different working conditions, were 
measured by the PTI (Phoenix technologies Inc) 3D motion 
capture system. The sensor used for the company PTI test 
was installed on the floating body, see Fig. 11 and Fig. 12. 

The frequencies were 0.20 s, 0.25 s and 0.30 s, while the 
wave heights were 0.030 m, 0.066 m and 0.300 m. There 
were nine working conditions in total, which adopted the 
combination of three frequencies and three wave heights.

SOLUTION OF PLATFORM MOTION

The coordinate relationship between the model reference 
point (i.e. the centroid G) and any relative fixed point R of 
the model was as follows:

   (1)

where (xG,yG,zG) are the spatial motion coordinates of point 
G; (x,y,z) are the spatial motion coordinates of point R; and 
(ξ,η,ζ) is the relative coordinate of point R on the model’s 
body coordinate system.

It can be seen that the movement of a certain point on 
the model can be calculated through the model data and the 
movement of the centre of gravity of the model. This means 
that the conversion formula can deduce the movement of 
the centre of gravity of the model, under the condition that 
the movement of a certain point on the model is known. 
Therefore, through the above coordinate conversion method, 
this paper obtained the actual motion at the centre of gravity 
of the floating body, which makes the research in this paper 
more scientific and intuitive. 

(a) A=0.03 m (b) A=0.06 m (c) A=0.09 m

Fig. 13. Heave amplitude frequency response curves of models with different wave heights at 0.2 Hz

(a) A=0.03 m (b) A=0.06 m (c) A=0.09 m

Fig. 14. Heave amplitude frequency response curves of models with different wave heights at 0.25 Hz

Fig. 11. Installation diagram of single floating body and capture system

Fig. 12. PTI 3D motion capture sensor
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(a) A=0.03 m (b) A=0.06 m (c) A=0.09 m

Fig. 15. Heave amplitude frequency response curves of models with different wave heights at 0.30 Hz

(a) A=0.03 m (b) A=0.06 m (c) A=0.09 m

Fig. 16. Pitch amplitude frequency response curve at different wave heights at 0.20 Hz

(a) A=0.03 m (b) A=0.06 m (c) A=0.09 m

Fig. 17. Pitch amplitude frequency response curve at different wave heights at 0.25 Hz

(a) A=0.03 m (b) A=0.06 m (c) A=0.09 m
Fig. 18. Pitch amplitude frequency response curve at different wave heights at 0.30 Hz
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INFLUENCE OF PERFORATION ON HYDRODYNAMIC 
PERFORMANCE

The motion response of a floating body in heave and pitch, 
measured by the PTI 3D motion capture system, was drawn 
to the frequency domain curve by the Fourier transform, 
and the anti-heave effect of the perforation on the floating 
body was analysed.

As shown in Fig. 13-15, when the wave frequency is 0.25 Hz 
and 0.30 Hz, the heave response curve reaches a maximum 
at the corresponding frequency, and tends to be obvious with 
the increase of wave height. In addition, there are further 
maximum values at 0.50 Hz and 0.60 Hz but it is not obvious 
when the wave frequency is 0.20 Hz.

On the pitch amplitude frequency characteristic curve, 
the frequency of extreme points in the frequency domain 
diagram of each working condition corresponded with 
the experimental wave frequency and, except for a few 
working conditions, the amplitude of the perforated model 
is significantly smaller than that of the model without 
perforation, as shown in Fig. 16, Fig. 17 and Fig. 18.

In order to better compare the suppression effect of 
perforation on the heave and pitch of a floating body, the 
standard deviation of heave and pitch amplitudes of the model 
with 35° perforation and the model without perforation were 
solved and compared, as shown in the figures below.

Fig. 19 and Fig. 20 show that the perforations have a positive 
significance in suppressing the heave and pitch of a floating 

body.
In terms of suppressing heave, the effect of perforation 

to reduce heave tends to be obvious, as the wave frequency 
increases under the same wave height. At the same frequency, 
the effect of perforation is not obvious when the frequency 
is small. 

With respect to restraining the pitching, the larger the 
frequency, the anti-pitch effect of perforation showed a 
generally downward trend. At the same frequency, the higher 
the wave height, the anti-pitch effect of perforation is more 
obvious. 

COMPAR ATIVE ANALYSIS OF NUMERICAL 
SIMULATION AND EXPERIMENTAL RESEARCH

The condition of a wave height at 0.09 m, with frequencies 
of 0.2 Hz and 0.3 Hz, were taken as examples (LC1, LC2) and 
the numerical simulation and test results of the movement 
of the perforated model were analysed for one cycle and 
compared (see Fig. 21 and Fig. 22).

Although the variation in trends for heave and pitch are 
basically the same in the cycle, there are still large errors. 
There may be many reasons for this, such as the different 
constraints and catenary materials between the simulation 
and experimental testing of a floating body, and errors in the 
motion capture of experimental equipment.

Fig. 19. Comparison of standard deviation of heave at different conditions

Fig. 20. Comparison of standard deviation of pitch at different conditions

(a)heave (b)pitch 

Fig. 21. Comparison between numerical simulation and experimental results 
with 35°at LC1

(a)heave (b)pitch 

Fig. 22. Comparison between numerical simulation and experimental results 
with 35°at LC2
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CONCLUSIONS

With respect to the numerical simulation, the movement of 
various models with different chamfers or without perforation 
are calculated and the effects of chamfered perforation on 
the heave reduction of a floating body are compared. In 
the experiment, the motion of models with 35° chamfered 
perforation or without perforation are compared, and the 
damping effect of perforation on a single floating wind power 
platform under different working conditions is analysed.

(1) According to the comparison of motion between the 
model with 35° chamfered perforation or without perforation 
in numerical simulation, it can be seen that: when the wave 
height is small, there is no significant difference between the 
motion of the two models but, when the wave height is large 
and the period is small, the perforated device has a certain 
anti-surge effect.

(2) When the wave height and period are small, the 
pitch suppression effect of chamfered perforation is more 
obvious than that of non-chamfered perforation while, in 
other working conditions, the pitch suppression effect of 
chamfers of perforation has no obvious law. Meanwhile, when 
the period and wave height are large, the heave suppression 
effect of non-chamfered perforation is better than that of 
chamfered perforation, but there is no obvious law when the 
period or wave height is small.

(3) With respect to experimental research, the perforation 
of the floating body has a certain effect on restraining the 
heave and pitch of the floating body under most working 
conditions, and the effect of restraining the pitch is obviously 
better than that of restraining the heave. With an increase in 
frequency, the suppression effect of perforation on the heave 
response of the floating body as a whole is enhanced, but the 
suppression effect on its pitch is gradually weakened. 

(4) The numerical simulation and experimental comparison 
show that the variation trends of heave and pitch are basically 
the same for one cycle, but there are still large errors. This may 
be caused by the different constraints and catenary materials 
between the simulation and the experiments, and errors in 
motion capture in the experimental equipment.
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ABSTRACT

Aiming at the challenges to the accurate and stable heading control of underactuated unmanned surface vehicles 
arising from the nonlinear interference caused by the overlay and the interaction of multi interference, and also the 
uncertainties of model parameters, a heading control algorithm for an underactuated unmanned surface vehicle based 
on an improved backpropagation neural network is proposed. Based on applying optimization theory to realize that the 
underactuated unmanned surface vehicle tracks the desired yaw angle and maintains it, the improved momentum of 
weight is combined with an improved tracking differentiator to improve the robustness of the system and the dynamic 
property of the control. A hyperbolic tangent function is used to establish the nonlinear mappings an approximate 
method is adopted to summarize the general mathematical expressions, and the gradient descent method is applied 
to ensure the convergence. The simulation results show that the proposed algorithm has the advantages of strong 
robustness, strong anti-interference and high control accuracy. Compared with two commonly used heading control 
algorithms, the accuracy of the heading control in the complex environment of the proposed algorithm is improved 
by more than 50%.

Keywords: underactuated unmanned surface vehicle; backpropagation neural network controller; heading control; hyperbolic tangent function

INTRODUCTION

With the development of the unmanned surface vehicle (USV), 
the intelligence of USV motion control has been gaining increasing 
attention. Thanks to its strongly autonomous navigation capability, 
environmental adaptability and modular design advantage, it 
has been widely used in hydrologic reconnaissance, maritime 
search and rescue, and navigation of formation and other fields 
[1-6]. To solve the nonlinear interference problem caused by the 
overlay and the interaction of multi interference, and the poor 
robustness of control methods due to the uncertainty of the model 
parameters [7-8], active disturbance rejection control [9-10] 

(ADRC), fuzzy control [11-12], backstepping control [13-15], 
sliding mode control [16-21] (SMC), and proportion integration 
differentiation (PID) control [22-24], combined with intelligent 
algorithms and artificial neural networks [25-27] (ANN), have 
been introduced by scholars.

A new robust model predictive control (MPC) algorithm for 
trajectory tracking of an autonomous surface vehicle is proposed 
by Esfahani [28]. A sliding mode control-based procedure for 
designing the MPC and a super-twisting term are adopted to 
fulfill the robustness property. A hierarchical control framework 
associated with control algorithms for the USV swarm is proposed 
by Zhuang [29]. The control framework is divided into three task 
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layers to implement the distributed control of the autonomous 
swarm. With the help of the Lyapunov method, the motion 
controller is proved asymptotically stable. Kula [30] presented 
a search operation support system, equipped with an IMC control 
system, which can provide highly accurate control. The simulation 
tests indicated that precise search work can be done using less 
time. Zhang [31] improved the PID control to an adaptive self-
regulation PID (APID) scheme by using the Lyapunov direct 
method. The APID control scheme, which can ensure the 
boundedness of all signals in the ship course-keeping control 
system, is effective and robust. Besides, under the continuous 
development of intelligent control, intelligent control itself has 
gradually been attracting increasing interest among scholars.

Benefiting from the strongly robust and flexible controller 
design, neural network control has been applied in the field 
of motion control of USVs. A fuzzy dynamic surface control 
controller was designed by Wang [32], who merged the 
fuzzy method with the dynamic surface control to realize the 
ship’s heading tracking. The Nussbaum function is applied 
to handle the unknown control direction without any prior 
knowledge. Combined ADRC and radial basis function (RBF) 
neural networks observed state values using an extended state 
observer, and the RBF neural networks were used to optimize 
the parameters in the ADRC control in a RBF-ADRC controller 
designed by Liu [33]. Yi [34] applied PID feedback control to the 
USV path following, and a control strategy containing heading 
control and velocity control is designed based on the line of sight 
algorithm. Separately from the heading control, the desired 
velocity is tracked.

However, those authors used neural networks to optimize 
the control parameters and did not consider the complex 
environmental disturbance. Rihem [35] integrated image 
sensing with motion control by introducing the result of 
perception into the navigation algorithm. A PID controller 
was used to accomplish the steering and change of speed. Du 
[36] proposed a safe Lyapunov boundary deep deterministic 
policy gradient algorithm of USV interception, pre-training 
the deep policy network by the proportional adaptive control 
combined with the line of sight algorithm. Comparing LQG 
control with adaptive PID control, a LQG controller combined 
with Kalman filtering was proposed by Asfihani [37]. It was 
concluded that the LQG controller combined with the Kalman 
filtering method is superior to the adaptive PID control when 
the PID control parameters are obtained by recursive least 
squares (RLS). Wang [38] presented an event-triggered adaptive 
control to handle the consensus problem when one-leader 
multi-agent systems were attacked. The RBF neural network 
was used to evaluate the actor which consisted of sliding 
mode control and adaptive reinforcement learning control. 
A formation control algorithm based on deep reinforcement 
learning and a leader follower that set a reward function related 
to the error of the follower’s distance and the follower’s velocity, 
together with a random braking mechanism, were designed 
by Zhao [39]. The local optimum was solved by a random 
barking mechanism, and the design of an efficient reward 
function sped up the convergence, enabling the formation to 
get out of disruption quickly. But those authors do not give 

the mathematical expression of the controlled variables, or 
examine the motion state of the ship.

With the complex environmental disturbance taken into 
consideration and adaptive control parameters, mathematical 
expressions of control are established, also the restriction of the 
motion state of the ship, and a backpropagation neural network 
(BPNN) controller is designed for heading control. Compared 
with existing studies, the main contributions of this paper can be 
summarized as follows: (i) we present a novel control algorithm 
for the heading control problem, in which the desired yaw angle 
of the USV is transformed into a minimized cost function 
which is related to the actual state and desired state, which can 
simplify the controller design; (ii) we propose an improved 
adaptive momentum of weight for the gradient descent, which 
helps the neural network get out of local optima and speeds 
up the convergence, guaranteeing that the controller can adapt 
online and finally converge stably; (iii) we devise an improved 
tracking differentiator for extracting state variables, weaken the 
noise amplification effect and implement the transition process; 
(iv) we design a novel controller for the heading control of 
the USV by combining the backpropagation neural network 
and optimization theory, applying the tanh function to build 
a nonlinear mapping, and an approximate strategy is adopted 
in the design process of the control algorithm to summarize 
the general mathematical expressions.

The remainder of this paper is organized as follows. In 
Motion Model, the motion model of the USV is described. In 
Controller Design, an adaptive control method is proposed 
and a backpropagation neural network controller is designed. 
To verify the effectiveness of the proposed control algorithm, 
numerical simulations, results and analysis are presented in 
Simulation Test Design, and Conclusion contains the conclusion.

MOTION MODEL

As the basis of motion control, the selection of the motion 
response model and model parameters is key. According to the 
literature [40], the second-order nonlinear KT equation can be 
described as follows:

T1T2r.. + (T1+T2)r. + r + αr3 = KT3δ
. + K(δ + δr)  (1)

In Eq. (1), T1, T2, and T3 are time parameters which are related 
to the rudder ability and heading stability of the USV, K is the 
rudder angle gain coefficient, which is related to the rotationality 
of the USV, α is a constant coefficient of the nonlinear part, δr is 
the critical rudder angle. Conventionally, ψ represents the yaw 
angle, r is the heading rate and δ is the rudder angle.

CONTROLLER DESIGN

In response to the heading control problems raised in the 
Introduction, the control algorithm is introduced based on 
the motion model described in Motion Model. The heading 
control system is set to obtain the status information and target 
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information to input into the BPNN controller, and the output 
of the BPNN controller, which is called the control variable, is 
the input of the USV motion control module. The block diagram 
of the system is shown in Fig. 1 below.

Fig. 1. Block diagram of control system

In the design of the controller, a tracking differentiator 
extracts the differential signal that is used in the controller, 
which is shown in part 1, and part 2 illustrates the main process 
of backpropagation neural network control, in which the 
structure of the controller and backpropagation algorithm are 
discussed. In part 3, the convergence of the proposed control 
strategy is analysed with the help of optimization theory and 
the Taylor formula.

A. TRACKING DIFFERENTIATOR

To solve the noise effect during differential calculations, the 
tracking differentiator is used to approximate differentiation. 
Consider a second-order integrator series system:

         x.1 = x2

x.2 = u,|u| ≤ β      (2)

According to motion theory, speed-up then slow-down is 
required for matching the motion state in the least time. In this 
way, the pivotal element of the fast optimal control function is 
when to accelerate and when to decelerate. For a problem that 
eventually stabilizes at the origin, based on Newton’s second laws 
of motion, the motion state depends on x1+x2|x2|/(2β). Thus, its 
fast optimal control function can be concluded based on the 
literature [9]:

u(x1, x2) = βsign(x1 + )    (3)

Replacing x1 with x1–v0(t), so that x1 can track v0(t), and x2 
can be used as the differential of v0(t). To smooth the transition 
process, the signum function is replaced by a hyperbolic tangent 
function, and the actual problems must be discontinuous, so 
the discretization of (2) can be expressed as:

  x1(k + 1) = x1(k) + h0x2(k)

x2(k + 1) = x2(k) + h0 f           (4)

   f = –βtanh(x1(k) – v(k) + x2(k)| x2(k)|/(2β))

However, this is only an approximate numerical solution for 
discrete systems, so the improved discrete fast optimal control 
function and tracking differentiator are introduced as follows:

    x1(k + 1) = x1(k) + h0x2(k)

     x2(k + 1) = x2(k) + h0 f h      →

     f h = f han(x1(k) – v(k), x2(k), β, h)

   d = β, h
    d0 = dh
    a0 = hx2

→    y = x1+a0

    a1 = 

    a2 = a0+tanh(y)(a1–d)/2
    a = (a0+y)fth(y, d)+a2(1–fth(y, d))
    f han = –aβ fth(a, d)/d–β tanh(a)(1–fth(a, d))

  (5)
In (5), fth(x, y)=(tanh(x+y)–tanh(x–y)/2. The hyperbolic 

tangent function can be described as follows:

tanh(x) =       (6)

So, the discretization of the improved tracking differentiator 
is established, h is a filter factor, h0 is time-step, and β is a rapidity 
factor.

B. BPNN CONTROLLER

A BPNN with double hidden layers is used as the controller 
and a three-layer structure neural network is designed, including 
an input layer, a hidden layer which contains two layers of 
neurons, and an output layer. The input layer has three neurons, 
the hidden layer H1 has three neurons, the hidden layer H2 
has three neurons, and the output layer has one neuron. The 
network structure [41] is shown in Fig. 2 below.

As Fig. 2 shows, the input vector is normalized to the input 
layer, the corresponding input of the input layer can be defined 
as I i

input , and the corresponding input of the input layer can be 
defined as O i

input.

Fig. 2. Schematic diagram of structure of backpropagation  
neural network (BPNN)
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In (11), e is the difference between the actual yaw angle at t 
and the target yaw angle, which is ψe. According to the gradient 
descent method, the updated weight can be obtained:

       Δωji = –λ 
  (12)

        ωji = ωji + Δωji

In the equation, λ is the learning rate set initially based on 
experience, which is often taken as a number in the range of 
0 to 1.

In the neural network, ω31 represents the first weight of the 
3rd neural layer, that is, the weight of the first neuron of the 
H2 layer to the output layer. The ∂D/∂ω can be deduced based 
on chain differentiation law, and the equation of ∂D/∂ω31 is 
shown as follows:

 =  ·  ·  ·      (13)

In (13), ∂D/∂u is the derivation of the cost function to the 
control output. According to (1), the result can be approximated 
as the difference between the actual yaw angle at t and the target 
yaw angle when ignoring the result’s higher-order error, and the 
approximate errors can be compensated for by the adaptability 
of the network.

The derivation of the hyperbolic tangent function can be 
expressed as:

f ʹ (x)=(  )ʹ=1–  =1–(tanh(x))2  (14)

Similarly, the weight ω3i (i = 2, 3) is updated:

 =  ·  ·  ·      (15)

Then, the weight ω21, which is the weight between the hidden 
layer H2 and the hidden layer H1, is updated. The update of 
ω21 should be calculated as:

 =  ·  ·  ·  ·  ·   (16)

Similarly, the weights ω2m(m = 1, 4, 7), ω2q(q = 2, 5, 8), and  
ω2k(k = 3, 6, 9) are updated:

      =  ·  ·  ·  ·  ·  

 =  ·  ·  ·  ·  ·    (17)

       =  ·  ·  ·  ·  · 

Then, the weight ω11, which is the weight between the 
hidden layer H1 and the input layer, is updated. All errors 
in the backpropagation should be fully considered. Thus, the 
update of ω11 should be calculated as:

 =  ·  ·  ·  ·  ·  ·  +

 ·  ·  ·  ·  ·  ·  ·  +

The difference between the actual yaw angle at t and the target 
yaw angle can be described as ψd–ψ, represented by ψe, the rate 
of change of the difference between the actual yaw angle at t and 
the target yaw angle can be described as ψ.e, and the derivation 
of the rate of change of the difference between the actual yaw 
angle at t and the target yaw angle can be described as ψ..e.

        I1
j = O1

j = ψe

I2
j = O2

j = ψ.e , j = 1      (7)

         I3
j = O3

j = ψ..e
Likewise, the input of hidden layer H1 can be defined as 

I i
layer1, the output of hidden layer H1 can be defined as Oi

layer1, 
the input of hidden layer H2 can be defined as I i

layer2, the output 
of hidden layer H2 can be defined as Oi

layer2, the input of the 
output layer can be defined as , and the output of the output 
layer can be defined as Oout.

The multiplication accumulation of the input layer’s input 
and the corresponding weights are the input of the H1 layer of 
neurons. Generally, the input of neurons which located at the 
second and third layer can be expressed as:

      I1
j =  Oi

j–1 · ω(j–1)(3i–2)

I2
j =  Oi

j–1 · ω(j–1)(3i–1), j = (2, 3)   (8)

       I3
j =  Oi

j–1 · ω(j–1)(3i)

According to the controller design, in addition to the input 
layers, an activation function needs to be set in each layer. 
The hyperbolic tangent function is selected as the activation 
function, instead of the sigmoid function, to adapt to the range 
of values for the rudder angle, and ameliorate the vanishing 
gradient problem. Thus, the output of the H1, H2, and output 
layers is obtained by the activation function, which calculates 
the result of the function by treating all the inputs of a neuron 
in the layers as the function variable.

Meanwhile, the output of neurons can be expressed as:

Oi
j = tanh(I i

j)       (9)

In (9), i = (1, 3), j = (2, 3). As for the last layer, the rudder 
angle δ is its output.

       I1
j =  Oi

j–1 · ω(j–1)(i) , j = 4    (10)
        O1

j = tanh(I1
j)

The goal of the algorithm is to track the set yaw angle, thus 
it is necessary to design the cost function of the neural network 
to update the weights. The variable of the cost function is 
related with the target of control, and the cost function can 
be designed as:

D =  e2       (11)
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 ·  ·  ·  ·  ·  ·  · 
  (18)

Similarly, the weights ω1m(m = 1, 4, 7), ω1q(q = 2, 5, 8), and  
ω1k(k = 3, 6, 9) are updated.

    =  ·  ·  ·  ·  ·  ·  ·  +

     ·  ·  ·  ·  ·  ·  ·  +

     ·  ·  ·  ·  ·  ·  · 

     =  ·  ·  ·  ·  ·  ·  ·  +

     ·  ·  ·  ·  ·  ·  ·  +

     ·  ·  ·  ·  ·  ·  · 

     =  ·  ·  ·  ·  ·  ·  ·  +

     ·  ·  ·  ·  ·  ·  ·  +

     ·  ·  ·  ·  ·  ·  · 
  (19)

In the updating of the weight ω2i and ω1i(i = 1, 9), the weights 
of the latter layer are used to update the current weight. There 
are two ideas here: one is to use the updated ω3i(i = 1, 3), the 
other is to use the ω3i(i = 1, 3), which has not been updated. The 
former is a unified update and the latter is to update the weights 
with the updated weights, which can theoretically accelerate the 
convergence. Therefore, the iterative update method is adopted.

On the basis of the above weight algorithm, the control 
variables of the controller can be represented mathematically. 
The related matrices are defined as follows:

E = [e, e. , e..]      (20)

The matrix E is the error, representing the difference between 
the desired state and actual state.

[T, C]T = [1, T1 + T2, T1T2, K, KT3]  (21)

The matrix T, which contains three rows and one column, 
is the time parameters of the ship model, and the matrix C, 
which contains two rows and one column, is the coefficient of 
the controlled variable.

 = [δ, δr, δ
. ]       (22)

The matrix  is the controlled variable. According to the 
equations above, (1) can be converted to (23), shown as follows:

[–E. , r3] · [T, α]T =  · C    (23)

To calculate the controlled variable, the following matrices 
are introduced:

W1 = 
w11 w14 w17
w12 w15 w18
w13 w16 w19

 , W2 = 
w21 w24 w27
w22 w25 w28
w23 w26 w29

 ,

W3 = [w31, w32, w33]T     (24)

In addition, considering that the traditional gradient 
descent method easily falls into the local optima, an adaptive 
momentum was adopted when updating the weights. The 
adaptive momentum was designed as:

εζ = ζ tanh(e )      (25)

In (25), ρ is a constant coefficient, x is the error, and ζ is an 
adaptive coefficient. The specific equation of ζ is given as follows:

ζ(t+1) = Δωji(t)G(x)     (26)

In (26), Δωji(t) is the former change of weight, and G(x) is 
a piecewise function as follows: 

G(x) = 0.8, x > σ
0,  x < σ

     (27)

In (27), σ is the maximum permissible error. The stability of 
the convergence is guaranteed by the piecewise function, and 
the adaptive momentum is zero when the accuracy is satisfied.

Therefore, the updated weights can be represented as:

    Δωji(t+1) = –λ  + εζ   (28)
     ωji(t+1) = ωji(t) + Δωji(t+1)

When the algorithm falls into the local optima, 
Δωji(t+1)≈Δωji(t), thus:

Δωji(t+1)=–λ +εζ≈–λ +Δωji(t+1)G(x)tanh(e )=

– λ
1–G(x)tanh(e )        (29)

It can be concluded that the learning rate is amplified to 
shift away from the local optima, and the convergence is 
accelerated. In summary, the control variable of the controller 
can be obtained:

u = tanh{tanh[tanh(EW1)W2]W3}   (30)

C. CONVERGENCE ANALYSIS

In order to better describe the convergence analysis process 
of the control algorithm presented here, the following theorems 
are applied.
Theorem 1 [42]:

Suppose the function f(x) is Lipschitz continuous, for the 
constant L>0 and any x, y on the domain, it is concluded that:

|| f(x) – f(y)|| ≤ L||x – y||     (31)
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Theorem 2 [42]:
Suppose the function f(x) obeys Theorem 1, the Taylor 

second expansion of function f(x) can be obtained:

f(y)=f (x+(y–x))≤f(x)+ f(x)T(y–x)+ 2f(x)||y–x||2

≤f(x)+ f(x)T(y–x)+ L||y–x||2   (32)

Considering (11): f(x)=x2/2, its domain is [–π, π], and it is 
easy to verify that || f(x)– f(y)|| ≤ L||x–y|| when L≥π, which 
means that the function f(x) obeys Theorem 1 and Theorem 2. 

According to (12), we obtain:
y = xt+1 = xt – λ f(xt)    (33)

Thus, combining (32), we obtain:

 f(xt+1) ≤ f(xt)+ f(xt)T(xt+1–xt)+ L||xt+1–xt||2

 = f(xt)+ f(xt)T(xt–λ f(xt)–xt)+ L||xt–λ f(xt)–xt||2

 = f(xt)– f(xt)Tλ f(xt)+ L||λ f(xt)||2

  (34)
 = f(xt)–λ|| f(xt)||2+ Lλ2|| f(xt)||2

 = f(xt)–(1– Lλ)λ|| f(xt)||2

while 0<λ≤1/L and L>0, –(1–Lλ/2)=Lλ/2–1≤L(1/L)/2–1= 
1/2–1=–1/2, thus:

f(xt+1) ≤ f(xt) – λ|| f(xt)||2    (35)

Now, assuming that f(x*) is the optimal solution, the Taylor 
first expansion of f(x*) can be obtained:

     f(x*) ≥ f(xt) + f(xt)T(x*–xt)   (36)
      f(xt) ≤ f(x*) + f(xt)T(xt–x*)

Plugging this into (34), we obtain:

f(xt+1) ≤ f(x*) + f(xt)T(xt–x*)– || f(xt)||2  (37)

f(xt+1)–f(x*)≤ (2λ f(xt)T(xt–x*)–λ2|| f(xt)||2)

= (2λ f(xt)T(xt–x*)–λ2|| f(xt)||2–||xt–x*||2+||xt–x*||2)

= (||xt–x*||2–||xt–λ f(xt)–x*||2)
  (38)

and plugging (33) into (38),

f(xt+1) – f(x*) ≤ (||xt–x*||2–||xt+1–x*||2)  (39)

Summing over iterations, we get:

( f(xt)–f(x*)) ≤ (||x0–x*||2–||xt–x*||2)
 (40)

= (||x0–x*||2–||xn–x*||2) ≤ (||x0–x*||2)

f(xt) ≤ nf(x*) + ||x0–x*||2    (41)

According to (35), we obtain:

nf(xn) ≤ nf(x*) + ||x0–x*||2    (42)

f(xn) ≤ f(x*) + ||x0–x*||2    (43)

For arbitrary infinitesimals γ, in order for f(xn)–f(x*)≤γ 
to be satisfied, it must be guaranteed that n≥||x0–x*||2/(2λγ). 
The adaptive momentum is adopted, and the learning rate is 
enlarged, which means that convergence can be achieved in 
smaller number of iterations.

The design of the controller is depicted above, and it is 
demonstrated that the algorithm takes the optimal solution 
when n moves towards positive infinity. The convergence of 
the proposed algorithm has been proved mathematically to 
be reasonable and stable.

SIMULATION TEST DESIGN

To verify the effectiveness of the proposed algorithm and 
the superiority of the improvement, simulation experiments 
were carried out.

To demonstrate the advantage of the improved TD and 
adaptive momentum, the simulation tests are displayed.

Fig. 3. Curves of input and differentiation under TD 
and improved TD with various time-steps

Fig. 4. Curve of convergence of error under various momentum strategies
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Fig. 3 shows the simulation tests under several time-steps, 
and it can be seen that the classic tracking differentiator got 
worse when the time-step was greater than 0.001s. When the 
time-step is large, the error caused by the signum function is 
amplified, resulting in oscillations. In contrast, the improved 
tracking differentiator is stable and precise under all time-steps.

Fig. 4 shows the simulation tests under different momentum 
strategies, and it can be concluded that the longest convergence 
times occurred in the algorithm without adaptive momentum. 
The convergence time of the adaptive momentum algorithm 
is 30% less than the former, whereas the convergence time of 
the improved adaptive momentum algorithm is 15% less than 
the adaptive momentum algorithm.

The superiority of the improvement has been demonstrated, so 
the control algorithm then needs to be tested. For comprehensive 
results, simulation experiments under several sets of working 
conditions were carried out to verify the convergence of the 
error and the accuracy of the BPNN control algorithm.

The second-order nonlinear model of the USV in the 

literature [40] was selected. The parameters of the USV are 
shown in Table 1, and the Runge‒Kutta method is selected for 
the numerical simulation experiments.

Tab. 1. Parameters of USV

Parameter T1/s T2/s T3/s K/s α/(s2·rad–2) δr/rad

Value 11.646 12.753 0.968 0.135 –0.002 0.006

Considering the limitation of the actuator and the limitation 
of the change of rudder angle in the steering, the maximum 
rudder angle is chosen as 0.5 rad, and the maximum rate of 
change is chosen as 0.06 rad/s. The simulated time-step is set 
to 0.1s, and the simulation experiments are set up as follows.

Case 1:
The initial state of the USV is , the environmental interference 

is taken from the literature, the interference formation is , and 
the desired yaw angle is 2pi/3, pi/4. The simulation results are 
presented in Figures 5 and 6.

Fig. 6. Curve of change of yaw, rudder and heading rate under BPNN, SMC and PID in the presence of disturbance

Fig. 5. Curve of change of yaw, rudder and heading rate under BPNN, SMC and PID in the presence of disturbance
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Fig. 5 is the yaw tracking diagram under the slow time-
varying interference when the desired yaw angle is 2pi/3, and 
Fig. 6 is the yaw tracking diagram under the slow time-varying 
interference when the desired yaw angle is pi/4.

Case 2:
The initial state of the USV is (ψ, δ), the environmental 

interference is taken from the literature, the interference 
formation is dr=0.04+0.1sin(0.5πt), and the desired yaw angle is 
pi/2, pi/4. The simulation results are presented in Figures 7 and 8.

Fig. 7 is the yaw tracking diagram under the time-varying 
interference when the desired yaw angle is pi/2, while Fig. 8 is 
under the pi/4 desired yaw angle.

Case 3:
The initial state of the USV is , the environmental interference 

is taken from the literature, the interference formation is , 
the desired yaw angle is pi/3, pi/4. The simulation results are 
presented in Figures 9 and 10.

Fig. 9 is the yaw tracking diagram under the multi time-
varying interference interference when the desired yaw angle is 

pi/2, while Fig. 10 is under the pi/4 desired yaw angle.
Compared with the literature [20, 23], the rapidity of 

control has improved by more than 20%, and the accuracy 
of control has improved by more than 50%. The strong anti-
interference has been proved under multi-interference, and 
the algorithm realized maintained the deviation at under 
2% without a disturbance observer. In conclusion, according 
to the figures, BPNN is more rapid and accurate than SMC 
and PID. Furthermore, unlike the SMC and PID that have 
feedforward compensation to the critical rudder angle, adaptive 
compensation was implemented in the BPNN controller, which 
shows strong robustness.

CONCLUSION

Utilizing optimization of the cost function, combined with 
adaptive backpropagation neural network control, a heading 
control method of a USV based on the improved BPNN is 
proposed. A novel control algorithm for the heading control 
problem is presented, and the desired yaw angle of the USV 

Fig. 8. Curve of change of yaw, rudder and heading rate under BPNN, SMC and PID in the presence of disturbance

Fig. 7. Curve of change of yaw, rudder and heading rate under BPNN, SMC and PID in the presence of disturbance



POLISH MARITIME RESEARCH, No 1/202362

is transformed into a minimized cost function that contains 
the actual state and desired state, which is convenient for the 
controller design. An improved gradient descent strategy 
that adopts an improved adaptive momentum facilitates the 
neural network to search for the global optimum, ensuring 
rapid and stable convergence and implementing adaptive 
control parameters. Theoretically, it is proved that the improved 
gradient descent strategy can solve the local optima problem 
and reduce the number of iterations, and its effectiveness and 
accuracy are confirmed by the experiments. An improved 
tracking differentiator is devised for extracting state variables 
and weakening the amplification effect of noise, and a transition 
process is implemented to smooth the input signal. The 
improved tracking differentiator enables signal tracking to be 
stable and effective in all time-steps, supplemented by tests to 
verify it. By combining the backpropagation neural network 
and optimization theory, applying the tanh function to build 
a nonlinear mapping, and using an approximate strategy to 
summarize the general mathematical expressions in the design 
process of the control algorithm, a novel controller for heading 

control of the USV is designed. A purely adaptive controller 
design that is based on adaptive control has theoretical 
significance, which means that accurate model parameters 
are not required for precise control. Relying on the adaptive 
capabilities, disturbance caused by the assumptions and 
approximate strategy in the algorithm can be compensated, 
which is of engineering significance. With the advantages of 
strong robustness, strong anti-interference and highly accurate 
control, as shown in a variety of simulation experiments that 
have been carried out, the advantages of the algorithm have 
been proved compared with conventional algorithms.
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ABSTRACT

To illustrate the vibration characteristics of a rotating pipe in flow, experiments were conducted for a pipe in flow, a 
rotating pipe in still water and a rotating pipe in flow. For the pipe in flow without rotation, the trajectory diagram is 
‘8’ shaped. For the rotating pipe in still water, a multiple frequency component was induced, and a ‘positive direction 
whirl’ was found. For the flow and rotation, at a flow velocity of 0.46 m/s, the vibration is dominated by the combination 
of flow and rotation. With an increase in rotating frequency, the trajectory of the rotating pipe varies from an ‘8’ 
shape to a circular shape and the ‘reverse direction whirl’ is induced, which is different from ‘positive direction’ in still 
water. The vibration frequency ratio increases uniformly with flow velocity. At a flow velocity of 1.02 m/s, at which the 
frequency is close to the theoretical natural frequency, the vibration frequency ratio is f*≈1. Predominantly governed 
by vortex-induced vibration (VIV), the vibration behavior of a rotating pipe subjected to fluid flow conditions has 
been found to exhibit complete vanishing of whirl. The vibration characteristics of a rotating pipe in flow are studied 
by the experiments which is benefit for structural drilling design.

Keywords: flow-induced vibration; rotating pipe; vibration frequency; whirl; VIV

INTRODUCTION

Riserless drilling is significant for ocean exploration [1-3]. 
As the core component of riserless drilling, under flow and 
rotation, flow-induced vibration seems to increase the damage 
to the drilling pipe, and the phenomenon of flow-induced 
vibration of the drilling pipe has attracted extensive attention 
from scholars [4-7].

As the basic model of a drilling pipe, the investigation of 
hydrodynamics and wake of a rotating cylinder has been 
conducted by many researchers. When a cylinder rotates 
in flow, it causes an asymmetric wake behind it due to the 

Magnus effect. For the rotating cylinder in flow, studies of 
the wake concerned with rotation rate, have been conducted 
[8]. It was found that, when the rotation rate 2 , the 
shedding vortex was similar to that of the Carmen vortex 
street [9]. When the rotation rate 2 , the shedding vortex 
behind the rotating cylinder is suppressed [10]. Furthermore, 
hydrodynamic studies under different rotation rates and 
Reynolds numbers have been conducted. Ray et al. [11, 
12] conducted numerical and experimental analysis of the 
bypass flow of a rotating cylinder, at Reynolds numbers 
from 5000-11800. They summarised the variation of lift and 
drag coefficients and analysed the flow field characteristics 



POLISH MARITIME RESEARCH, No 1/202366

behind the rotating cylinder. Chew et al. [13] simulated 
the flow around a rotating cylinder when Re = 1000 and 

60 , and predicted that the lift coefficient was 9.1 
when 6 . They considered that the Prandtl limit could 
not be exceeded. A significant amount of research has been 
published with regards to identifying the shedding regimes of 
flow past a rotating cylinder. Stojkovi et al. [9, 14] found that 
a second vortex shedding regime exists when the rotation rate 
increases. For the second shedding regime, the amplitudes 
of the lift and drag coefficients are much larger than those 
characterising the first shedding regime; they sometimes 
generate negative values for the mean drag, i.e. generating 
mean thrust. According to the first and second shedding 
regime, there are three critical rotation rates [15-17]. 

Furthermore, many studies have been conducted 
concerning a spring-mounted rotating cylinder in flow. 
Ding et al. [18] conducted a numerical simulation of the 
eddy current-induced vibrations in a rigid cylinder rotating 
counter-clockwise with a reduced velocity of U . The 
Magnus effect caused by rotation enlarges the offset from 
the initial position of the rotating cylinder. The movement 
trajectory of the non-rotating cylinder in the shear flow 
presents a droplet-shape, which is obviously different from 
the ‘8’ shaped trajectory of uniform flow. Zou et al. [19, 20] 
numerically studied the flow-induced vibration of a rotating 
cylinder in the reduced velocity range of  3 U* ≤ 14. The 
rotating cylinder can vibrate freely in the flow and cross-
flow directions. The effect of rotation on flow-induced 
vibration (FIV) is understood by analysing the amplitude and 
frequency. The oscillations of the cylinder are significantly 
enhanced by rotation in the flow direction but the opposite 
phenomenon is observed in the cross-flow direction. Munir 
et al. [21, 22] found that at Reynolds numbers of 100 to 200, 
the transition from a two-dimensional vortex shedding mode 
to a vortex-free shedding mode occurs when the rotation rate 
is increased beyond a critical value. Further increases in the 
rotation rate lead to a transition to three-dimensional flow. 
It is found that the VIV is suppressed when the rotation rate 
exceeds a critical value, which is dependent on the reduced 
velocity. For a constant reduced velocity, the amplitude of the 
vibration is found to increase with increasing rotation rate 
until the latter reaches its critical value for VIV suppression, 
beyond which the vibration amplitude becomes extremely 
small. If the rotation rate is greater than its critical value, 
vortex shedding ceases and hairpin vortices are observed due 
to the rotation of the cylinder. Tang et al. [23] organised the 
rotating cylinders into four response modes for the existing 
research: active rotation, passive rotation, and a co-existence 
of rotation and FIV. For the active rotation response, factors 
including the Reynolds number, rotation speed and frequency, 
and the influence of FIV occurrence, were investigated. 

To study the vibration characteristics and f low 
characteristics of rotating cylinders in flow, some scholars 
have experimentally studied elastically mounted rotating 
circular cylinders. Zhao et al. [24] experimentally studied 
the online flow-induced vibration of an elastically mounted 
cylinder under forced rotation in flow. The experiments 

characterise the structural vibration, fluid forces and wake 
structure of the fluid-structure system at a low mass ratio 
(the ratio of the total mass to the displaced fluid mass), 
over a wide parameter space spanning the reduced velocity 
range  5 U* ≤ 32  and the rotation rate range 3  ≤ 14. 
This suggests that the mechanism for sustaining the large 
rotation-induced galloping oscillations at higher values of , 
is due to a combination of dynamic forcing from the locked 
induced vortex shedding (associated with the oscillations) 
and dynamic forcing evaluated using quasi-steady theory. 
Wong et al. [25] studied the flow-induced vibration (FIV) of an 
elastically mounted cylinder at a forced rotational oscillation 
frequency ratio 0 fr* ≤ 4,5 and a forced rotational velocity 
ratio 3 r* ≤ 14. New wake modes were identified in the 
rotary lock-on and tertiary lock-on regions using particle 
image velocimetry measurements at selected points in the 
fr* - r* parameter space. 

The study of rotating cylinders in flow is mainly supported 
by elasticity, both in numerical simulations and experimental 
studies [21, 25-28]. Indeed, the drilling pipe is flexible and 
freely supported rotating pipe experiments are deficient, 
which is significant when illustrating the vibration behaviour 
of the drilling pipe in flow. In this paper, an experimental 
method for the vibration of a free-rotating pipe in flow is 
proposed and the related experimental equipment is designed. 
The analysis of rotating pipe vibration under the combined 
action of flow and rotation is carried out. The vibration data 
of the rotating pipe is extracted through image tracking 
technology and coordinate conversion. The displacements, 
motion trajectories, and vibration frequencies of rotating pipes 
are compared and analysed, and the vibration characteristics 
of the rotating pipe under the combined action of water flow 
and rotation are obtained. 

METHOD

EXPERIMENTAL DEVICE

The experimental device is shown in Fig. 1. The rotating 
pipe was mainly composed of upper and lower hollow shaft 
parts, unplasticized polyvinyl chloride(UPVC) pipe parts 
(experimental components) and connectors. The upper 
and lower couplings were used to fix the UPVC pipe and 
transmit the torque of the motor to the UPVC pipe. Based 
on the segmented design of the rotating pipe model, the 
different parts were connected by couplings which improve 
the uniformity and stability of torque transmission. A 
57BYGH245-4504B-ZK20 hollow stepping motor was mainly 
used to drive the pipe. The model of the motor driver was 
LK-20504, the model of the controller was DKC-Y110, and 
the power was 36 V for the system, which can provide a 
rotation frequency range of 0.0-7.5 Hz. The velocity of flow 
was measured by a flow meter, the vibration of the rotating 
pipe was recorded by a high-speed camera, and experimental 
data was analysed and processed by an acquisition computer.
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Fig. 1. Schematic diagram of the experimental setup

EXPERIMENTAL PARAMETER DESIGN

To observe the flow-induced vibration response of the 
rotating pipe, a large aspect ratio L/D and lower bending 
stiffness EI are needed for the UPVC pipe. The UPVC pipe was 
selected with an outer diameter of 12 mm, an inner diameter 
of 8 mm, and a length-to-diameter ratio of . L/D   83. The 
specific material parameters of the model are shown in 
Table  1.

Table 1. Material parameters of UPVC rotating pipe model

Material Properties Parameter

Length (m) 1.0

Outer diameter (m) 0.012

Inner diameter (mm) 0.008

Elastic modulus (Pa) 3.725×109

Density (kg/m3) 1540.0

For the VIV, when the shedding frequency fs is close to 
the natural frequency of the rotating pipe fn, the VIV of the 
rotating pipe is locked. The shedding frequency fs is mainly 
related to the water flow velocity U and the outer diameter D 
of the rotating pipe, which can be expressed by the Strouhal 
number:

s
Uf St
D

                                        (1)

In the rotating pipe flow-induced vibration experiment, 
the ends of the rotating pipe are simply supported. The natural 
frequency can be solved by the following formula:

,...)3,2,1(2 n
m
EIf nn

              (2)

where n is the modal order, E is the elastic modulus of the 
rotating pipe, I is the moment of inertia of the section, L is the 
length of the rotating pipe, m is the total mass per unit length 
(where dAs mCmm ), ms is the mass of the rotating pipe 
per unit length, md is the mass of the water displaced by 
the rotating pipe per unit length, CA is the additional mass 
coefficient (usually, 1AC ), and βn is the characteristic root 
of the vibration equation of the clamped beam:

 
1 4.730

1        ( =2, 3,   )
2n

L

L r n
 (3)

Fig. 2 shows the mode shapes and theoretical natural 
frequencies of rotating pipes for each order.

Fig. 2. Mode shape diagram and theoretical natural frequency of drill string for 
each order 

When the shedding frequency fs is close to the natural 
frequency fn of the rotating pipe, the relationship between 
the VIV response mode and the water flow velocity U can 
be established:

(4)

The equation can roughly predict the flow velocity 
corresponding to each modal response of the rotating pipe.

During the experiment, the velocity of flow was set as 
U = 0 m/s, 0.46 m/s, 0.72 m/s, and 1.02 m/s. The rotation 
frequencies were f = 0.0 Hz, 2.5 Hz, 5.0 Hz, and 7.5 Hz. The 
working condition f = 0.0 Hz , U = 0 m/s  was used to calibrate 
the initial position of the rotating pipe. 

EXPERIMENTAL MEASUREMENT METHODS

During the experiment, the velocity of flow was measured 
by a flow meter. The rotation frequency was driven by the 
motor and the vibration of the rotating pipe was recorded by 
a high-speed camera. Both sides of the circulation tank are 
composed of glass, and two high-speed cameras were used 
to shoot the same side with a cross angle. Fig. 3 shows the 
monitoring method used in the experiment. 

 

n
m
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(a)

(b)

Fig. 3. Water velocity meter (a) and motion monitoring (b) during the 
experiment

The schematic diagram of the plane position of the camera 
is shown in Fig. 4. The parallax angle γ satisfies the equation:

(5)

(6)

where  is the refractive index of water.

Fig. 4. Schematic diagram of the plane position of the camera

The actual displacement x, y of the rotating pipe in 
the x and y directions satisfies:

sincos yxL                        (7)

sincos yxR                        (8)

where ΔL and ΔR are the displacements of the rotating pipe 
when the vibration is captured by the left and right cameras.

According to the coordinate transformation, the position 
of the rotating pipe rotation at each moment and the trajectory 
map of the rotating pipe can be obtained.

EXPERIMENTAL RESULTS AND ANALYSIS

During the experiments, the flow-induced vibrations of 
the rotating pipe were observed at rotation frequencies f = 0.0 
Hz, 2.5 Hz, 5.0 Hz, and 7.5 Hz at flow velocities U = 0.00 m/s, 
0.46 m/s, 0.72 m/s, and 1.02 m/s. The vibration characteristics 
of the rotating pipe under the combined action of water flow 
and rotation were obtained.

FLOW EFFECT

For the pipe in flow without rotation, the vibration of the 
pipe is mainly caused by vortex shedding. Fig. 5 shows the 
in-line and cross-flow direction displacement time histories 
and motion trajectories of the middle of the pipe at different 
flow velocities. The motion shows a certain periodicity. Due to 
the dragging force, the pipe has a certain offset in the in-line 
direction, and the offset of the pipe increases with the increase 
of flow velocity. From the trajectory diagram, it can be seen 
that the trajectory of the pipe is roughly in the shape of a figure 
‘8’, which was similarly observed in the previous study [29]. 
The shape of the trajectory is more obvious with the increase 
of flow velocity.

Fig. 6 shows the displacement spectrum of the middle 
position of the pipe at different velocities. The frequency of 
the displacement in the in-line direction is twice that of the 
cross-flow direction, which corresponds to the ‘8’ shape of the 
displacement trajectory in Fig. 5. With the increase of flow 
velocity, the frequency in both directions increases. As the ‘8’ 
shape of the displacement trajectory becomes inclined, twice 
the frequency component of the vibration in the cross-flow 
direction is obtained. At a flow velocity of U = 1.02 m/s, one 
vibration frequency is 12.4 Hz, which is close to the theoretical 
first-order natural frequency (13.5Hz). The vibration shows 
a first-order vibration mode and the displacement is much 
larger than that at other flow velocities, as shown in Fig. 7.

xyy

n

n
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Fig. 7. RMS values of the cross-flow and cross-flow amplitudes of the pipe at 
different velocities

ROTATION EFFECT

When the pipe rotates in still water, a slight inertial 
motion around the initial axis (the axis of the initial 
static equilibrium position) occurs due to the eccentric 
unbalancing force caused by the rotation, which is termed 
‘whirl’ in previous works [30]. Fig. 8 shows the time 
histories of the displacement and motion trajectories of 
the middle position of the pipe at different frequencies. 
With an increase in rotation frequency, the time history 
of displacement becomes a standard sinusoidal curve and 
the motion gradually becomes a circle. In particular, the 
motion direction is consistent with the rotation direction 
of the pipe, which can be termed ‘positive direction whirl’. 
The maximum displacement value at a rotating frequency 
of 7.5 Hz is approximately 0.05 D, which is still much 
smaller than those induced by flow, as shown in Fig. 7.

As the frequency analysis shows in Fig. 9, without flow, 
the similarity of the frequency characteristics in the X 
and Y directions are obtained. The first peak frequency of 
the whirl is the same as the rotating frequency. Rotational 
motion induces multiple frequency components, 
particularly at low rotational frequencies, such that at a 
rotating frequency of 2.5 Hz, the components of 2.5 Hz, 
5 Hz (twice) and 10 Hz (four times) are induced. With an 
increase in rotating frequency, the first peak frequency of 
the component gradually becomes close to the theoretical 
first-order natural frequency, and the components of 
multiple time frequencies are suppressed. 

a U

b U

c U

Fig. 5. Time course histories of displacement in the middle of the pipe and 
trajectories of motion at different velocities

a U

b U

c U

Fig. 6. Spectrum of displacement in the middle of the pipe at different velocitiess
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EFFECT OF COMBINATION OF FLOW AND ROTATION

Fig. 10 shows the displacement time histories and motion 
trajectories of the middle of the rotating pipe at different 
rotation frequencies with a velocity of 0.46 m/s. With an 
increase in rotation frequency, the cross-flow vibration 
amplitude gradually increases. The frequency of vibration 
in the in-line direction is the same as in the cross-flow 
direction while, in the absence of rotation, the frequency 
of in-line vibration is twice that of cross-flow vibration. The 
trajectory gradually varies from the original figure ‘8’ to a 
circular shape. The direction of motion was opposite to the 
direction of rotation of the rotating pipe (different from that 
shown in Fig. 8), and is called the ‘reverse direction whirl’.

Fig. 11 shows the displacement spectrum in the middle 
of the rotating pipe at different rotation frequencies for 
U = 0.46 m/s. Without rotation, the vibration is mainly 
caused by VIV, with the dominant frequencies of 7.8 Hz 
and 15.7 Hz. Under the rotating frequency of 2.5 Hz, the 
VIV still exists. A new peak frequency of 2.5 Hz, the same 
as the rotating frequency, appears in the spectrum and it is 
considered that both the VIV and the whirl contribute to 
the cylindrical vibration response. A similar phenomenon is 
observed at a rotating frequency of 5 Hz, different from that 

at a rotating frequency of 2.5 Hz. The amplitude in the cross-
flow direction dramatically increases (Fig. 12), which indicates 
that, with the increase of rotation frequency, the rotating 
frequency dramatically affects the vibration response at 
U = 0.46 m/s. At a rotating frequency of 7.5 Hz, the amplitude 
in the cross-flow direction seems to be limited due to the 
increased mean lift.

Fig. 13 shows the displacement time histories and 
motion trajectories of the middle of the rotating pipe at 
different rotation frequencies, with a flow velocity of 1.02 m/s. 
With the increase of rotation frequency, the time histories 
of the in-line and cross-flow displacement of the rotating 
pipe remain periodic. The trajectory gradually remains at 
the original figure ‘8’ shape, and the direction of motion 
was opposite to the direction of rotation of the rotating pipe.

Fig. 14 shows the displacement spectrum in the middle 
of the rotating pipe at different rotation frequencies for 
U = 1.02 m/s. Without rotation, the vibration is mainly 
caused by VIV with dominant vibration frequencies of 
12.4 Hz and 24.9 Hz. With an increase in rotation, the 
frequency of vibration in the in-line direction and in the 
cross-flow direction is not much different from that without 
rotation. The whirl component disappears and is considered 
to be suppressed by the VIV, resulting in little difference in 
amplitude, as shown in Fig. 15.

a f

b f

c f

Fig. 8. Time course of displacement at the midpoint of the pipe under different 
rotation frequencies in still water and the trajectory of the motion

a f

b f

c f
Fig. 9. Frequency spectrum of the midpoint displacement curve of the rotating pipe 

under different rotation frequencies in still water
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a f

b f

c f

d f

Fig. 10. Time course histories of displacement and trajectories of the middle of the rotating pipe at different rotation frequencies for U=0.46 m/s
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Fig. 11. Spectrum of displacement in the middle of the rotating pipe at different rotation frequencies for U=0.46 m/s 

a f

b f

c f

d f
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Fig. 12. RMS values of the cross-flow and cross-flow amplitudes of the rotating pipe at different rotating frequencies for U=0.46 m/s

a f

b f

c f

d f

Fig. 13. Time course histories of displacement and trajectories of the middle of the rotating pipe at different rotation frequencies for U= 1.02 m/s
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a f

b f

c f

d f
Fig. 14. Spectrum of displacement in the middle of the rotating pipe at different rotation frequencies for U= 1.02 m/s
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VIBRATION RESPONSE WITH REDUCED VELOCITY

Based on the displacement and frequency response of 
the rotating pipe, the variation in the transverse vibration 
frequency ratio and relative amplitude, with the reduced 
velocity of the rotating pipe, was analysed further. The 
vibration frequency ratio is f*  =  fv  /  fn and the relative 
amplitude is A* = A / D. Fig. 16 shows the variation of the 
cross-flow relative amplitude to frequency ratio response of 
the rotating pipe with the flow velocity at different rotation 
frequencies. Consistent with the previous section, the velocity 
U= 1.02 m/s  is within the locking interval of the natural 
frequency and the amplitude dramatically increases. At flow 
velocities of U= 0.72 m/s and U= 1.02 m/s, the rotating pipe 
is dominated by the VIV and has similar amplitudes at the 
different rotation frequencies. However, at a flow velocity of 
U= 0.46 m/s, the rotating pipe is dominated by the VIV and 
whirl, and the rotation affects the vibration response. 

CONCLUSIONS

In this paper, experiments on in flow rotating pipe 
vibrations were conducted at rotation frequencies of 
f = 0.0 Hz, 2.5 Hz, 5.0 Hz, and 7.5 Hz and flow velocities 
U = 0 m/s, 0.46 m/s, 0.72 m/s, and 1.02 m/s. The experimental 
data were processed by the image tracking method and the 
flow vibration characteristics of the rotating pipe were in flow 
and rotation. The main conclusions are:

(1) For a pipe in flow without rotation, the vibration of 
the pipe is mainly caused by the vortex shedding, twice 
the frequency component of the vibration in the cross-flow 
direction can be obtained and the trajectory diagram is ‘8’ 
shaped. For a rotating pipe in static water, with an increase 
in rotating frequency, multiple frequency components are 
generated, the motion gradually becomes an inclined circle, 
and ‘positive direction whirl’ is generated. 

(2) The variation of the cross-flow’s relative amplitude 
to frequency ratio response of the rotating 
pipe at different rotation frequencies is related 
to the vibration mode of the rotating pipeline 
and is influenced by the flow velocity. The 
variation of the cross-flow’s relative amplitude 
to frequency ratio response of the rotating 
pipe with the flow velocity at different rotation 
frequencies. The velocity U= 1.02 m/s is within 
the locking interval of the natural frequency and 
the amplitude dramatically increases. At flow 
velocities of U= 0.72 m/s  and U= 1.02 m/s, the 
rotating pipe is dominated by the VIV and there 
is not much difference in amplitude at different 
rotation frequencies. 

(3) For a rotating pipe in flow (at a flow 
velocity of  U= 0.46 m/s), with an increase in 
rotation frequency, ‘reverse direction whirl’ is 
generated. The vibration seems to be dominated 
by the combination of VIV and the whirl. At flow 
velocities of U= 0.72 m/s and U= 1.02 m/s, the 
whirl seems to be suppressed and the vibration is 
considered to mainly be dominated by the VIV. 

Fig. 15. RMS values of the cross-flow and cross-flow amplitudes of the rotating pipe at different rotating frequencies for U= 1.02 m/s

Fig. 16. Variation of relative amplitude to frequency ratio with reduced velocity in the cross-flow 
direction of the rotating pipe at different rotation frequencies
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ABSTRACT

A consistent approach to the development of tuning rules for course-keeping and path-tracking PID controllers for 
a ship autopilot are presented. The consistency comes from the observation that for each of the controllers the controlled 
plant can be modelled by an integrator with inertia. In the case of the course controller, it is the well-known Nomoto 
model. The PID controller may be implemented in series or parallel form, the consequence of which is a 2nd or 3rd order 
of the system, specified by a double or triple closed-loop time constant. The new tuning rules may be an alternative to 
the standard ones given in [1,2]. It is shown that, whereas the reference responses for the standard and new rules are 
almost the same, the new rules provide better suppression of disturbances such as wind, waves or current. The parallel 
controller is particularly advantageous. The path-tracking PID controller can provide better tracking accuracy than 
the conventional PI. Simulated path-tracking trajectories generated by a cascade control system are presented. The 
novelty of this research is in the theory, specifically in the development of new tuning rules for the two PID autopilot 
controllers that improve disturbance suppression. 

Keywords: course control, track control, PID tunings, autopilot

INTRODUCTION

The voyage of a sea-going ship can be divided into three 
phases, differing with respect to the steering mode:

manual steering

the ship along a route defined by waypoints.
For course-keeping, the PID algorithm is used in practice, 

with settings determined by a simple description of the ship 
dynamics, called a Nomoto model [1, 2]. The model is an 
integrator with inertia obtained from sea-trials, typically from 

a zig-zag manoeuvre. Tracking a straight-line component of 
the route, i.e. a single path, can be executed by a Line of Sight 
algorithm or by a cascade system where a primary controller, 
also PID, provides a reference course for the secondary one.

To indicate briefly other approaches developed for course 
and track control, note that more accurate models of a ship 
may include speed, load, rudder characteristics, the steering 
machine, and sea conditions. Speed may be taken into account 
by supplementing the PID with gain scheduling. The other 
factors require the application of nonlinear control methods 
developed in academic communities and tested on models or 
training ships. The first group of such methods applies control 
theory extensions, namely (sample references given only): model 
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reference adaptive control [3], linearization by feedback [4], 
H∞ robust control and matrix inequalities [5, 6], sliding mode 
[7, 8], and backstepping [9, 10]. The second group refers to 
solutions acquired from artificial intelligence, such as: fuzzy 
logic [11], neural networks [12] or other [13]. Track-keeping 
systems based on cascade control are discussed in [14, 15]. To 
deal with nonlinearities in such systems, the methods indicated 
above are applied, in particular: nonlinear control [16], adaptive 
[17] or robust [18]. Experiments with the guidance of model 
ships along multi-waypoint routes are described in [19, 20]. 

Coming back to the PID controller, note that standard tuning 
rules for the course-keeping autopilot are given in Fossen’s books 
[1, 2]. Using the Nomoto model, the author assumes that the 
closed-loop system, initially with a PD controller, should have 
a 2nd order transfer function with a specified natural frequency 
and a damping ratio close to 1. The I integral component added 
to the controller in the next step is given by a heuristic formula.

The tuning rules proposed here may be an alternative to the 
standard ones. Depending on series or parallel implementation 
of the PID algorithm [21], the rules are developed for an assumed 
double or triple closed-loop time constant, which differs in 
a specified ratio from the ship time constant. By changing the 
ratio, the controller operation may be adjusted to the sea state 
and phase of the voyage. Whereas reference responses for the 
standard and new tuning rules are almost the same, the new 
rules provide better suppression of disturbances, such as wind, 
waves or sea current.

Tuning rules for a PID track controller in the cascade system, 
not found in the available literature, is another problem being 
considered. It is shown that PID settings may be chosen by 
analogous rules to those for the course controller, which has the 
same type of the controlled plant description (integrator with 
inertia). So a consistent design of the two PID controllers for 
an autopilot capable of coastal and open waters navigation is 
a theoretical novelty of this research. The PID track controller 
is compared with a conventional PI.

One may add that, among commercial autopilots, the first 
group consists of simple course-keeping controllers whose 
settings are selected manually, e.g. [22]. The second group 
includes autopilots equipped with GPS that can steer the ship 
to a chosen waypoint or follow an indicated path [23]. The third 
group consists of advanced solutions with a built-in tracking 
mode and the capability of planning the voyage on ECS or ECDIS 
equipment [24]. 

The paper is organized as follows. The next section presents 
the development of new tuning rules for a PID course controller 
for both 2nd and 3rd order closed-loop systems. After unification 
of the design parameters for the standard and new rules, 
reference and disturbance responses are compared in Section 3. 
Tuning rules for the track PID and PI controllers in the cascade 
system are developed in Section 4, together with comparison of 
the responses. Section 5 presents sample simulated trajectories 
of a ship leaving a port and entering the initial paths of some 
voyages. Conclusions are given at the end.

COURSE CONTROLLER DESIGNS

The Nomoto model given below is a simple description of 
the ship dynamics for controlling the course φ by means of 
the rudder angle δ:

φ(s)
δ(s)  = k

s(Ts+1) , k = k0
V
V0

 , T = T0V
V0  .  (1)

The gain k is directly proportional to the ship speed V, 
whereas the time constant T – inversely. The initial values k0, T0 
are obtained from sea trials, typically from a zig-zag manoeuvre 
executed at a certain speed V0.

Fig. 1. Diagram of the course control system with Nomoto model of the ship
The course-keeping control system of Fig. 1 is considered, 

where φs
ref denotes a system reference, φref an internal course 

reference, and d an environmental cumulative disturbance. F is 
a unity gain low-pass filter for elimination of overshoot. The 
PID controller (regulator) has the form

R(s) = kP+ s
kI  + kDs = kP(1+ 1

TIs  + TDs)   (2)

TI = kP
kI

 ,  TD = kD
kP

It is assumed that the system will provide reference responses 
with critical damping and no overshoot. Recall that critical 
damping implies a multiple time constant of the closed-loop 
system. Note also that, due to (1) and (2), Fig. 1 represents 
in general a 3rd order system (while neglecting the reference 
filter F).

Before going into details, note that merely a compass is 
required for operation of the simple system from Fig. 1. If other 
sensors (anemometer, log, GPS) and software are available, the 
control quality may be improved by including feedforward 
inputs (wind, current) and by output filtering (waves).

SIMPLIFICATION TO 2ND ORDER

Let us impose the following restriction on the derivative 
time of the controller:

TD ≤ 4
TI           (3)

or, equivalently, k2
P ≥ 4kIkD. Then the PID controller can be 

written as

R(s) = kP (T1+T2)s
(T1s+1)(T2s+1)        (4)

TI = T1 + T2 ,  TD = T1+T2

T1T2  ≤ 4
TI

which is called a series form (real roots in the numerator) [21]. 
Now we can decrease the order of the system by cancellation 
of the time constant T, so
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T2 = T.        (5)

The open-loop transfer function (without the filter  F) 
becomes of 2nd order, namely

Gopen(s) = kPk (T1+T)s2
T1s+1  .    (6)

The requirements of critical damping and no overshoot 
imply that the transfer function of the whole system from Fig. 1 
(with F) can be specified as

Gspec(s) = (Tcls+1)2
1  , Tcl = r

T  .   (7)

The ratio r = T/Tcl is a design parameter. For r > 1, the closed-
loop time constant Tcl is r times smaller than the ship time 
constant T. r may be adjusted according to the sea state, so 
larger for calm sea, smaller for rough.

Gopen in (6) defines the following closed-loop transfer function 
(without F):

Gclosed(s) = (T1+T)s2+ kPk(T1s+1)
kPk(T1s+1)    (8) 

whose denominator, after making the last element equal to 1, 
should be the same as the denominator in the specification (7). 
This yields the equation

kPk
T1+T s2 + T1s + 1 = (Tcl s + 1)2.   (9) 

from which T1 and kP are found in terms of Tcl as

T1 = 2Tcl , kP = k
1

T 2
cl

T1+T  .    (10)

Since Tcl =T/r, hence by combining the expressions (4), (5) 
and (10), we first get kP , TI , TD and finally the PID gains kP , kI, 
kD given in Table 1. Looking at Gclosed in (8), it should be clear 
that the whole system will have the specified transfer function 
(7) if the reference filter F is given by

F(s) = T1s+1
1  ,  T1 = 2 r

T .    (11)

This completes the design of the course controller under 
the restriction (3).

Tab. 1. Tuning rules for PID course controller in series form

kP kI kD

kT
1

 r(r + 2) kT 2
r2

k
2r

3RD ORDER SYSTEM

The restriction (3) is now removed, so we remain with the 
representation (2) of the PID controller, called a parallel form 
(which admits complex roots in the numerator) [21]. The open-
loop transfer function becomes of 3rd order, so

Gopen(s) = k s2 (Ts+1)
k2

Ds2+kPs+kI     (12)

Accordingly, the specification is taken as

Gspec(s) = (T 
cʹls+1)3

1  ,  T 
cʹl = rʹ

T  .   (13)

To explain the need for another T 
cʹl and r ʹ, recall that for 

the 2nd order transfer function (7) the settling time of the step 
response is evaluated as 6Tcl (98% of set-point), whereas for 
the 3rd order (13) it is 8T 

cʹl. Since we expect the two designs to 
provide the same settling time despite the different orders, we 
have to take

r ʹ = 6
8 r = 3

4 r.       (14)

After development as before, the equation involving a closed-
loop denominator and the denominator from (13) becomes

kkI

T s3 + kkI

kkD+1s2 + kkI

kkPs + 1 = (T 
cʹls + 1)3.  (15)

The corresponding tuning rules following from the above are 
in Table 2. The whole system is equivalent to the specification 
(13) for the filter

F(s) = kDs2+ kPs+kI

kI       (16)

We repeat that the settling times of the two designs are the 
same for r ʹ given by (14).

Tab. 2. Tuning rules for PID course controller in parallel form

kP kI kD

kT
3rʹ2

kT
rʹ3

k
3rʹ–1

r ʹ = 3
4 r

COMPARISON WITH STANDARD RULES

In the fundamental books [1, 2], the following transfer 
function

Gspec(s) = s2+2ξωns+ω2
n

ω2
n  , ξ  [0.8, 1]   (17)

specifies the course-keeping control system, with ωn and ξ as 
design parameters. First, a PD controller is designed, to which 
an I component given by a heuristic expression (attributed to 
Balchen) is attached in the next step. The tuning rules from 
[1, 2], called standard here, are as follows:

kP = k
Tω2

n  , kD = k
1 (2ξTωn –1), kI = k 10

T ω2
n . (18)

Comparison of the responses for such rules with those from 
Tables 1 and 2 requires unification of the design parameters. 
The closed-loop time constant from (7) corresponds to the 
inverse of the modulus of the real part of the denominator 
roots in (17), i.e.

Tcl = ξωn

1  .      (19)
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controller and Line of Sight (LOS) corrective algorithm. In 
particular, while the ship is at the beginning of a path connecting 
two waypoints, the reference φs

ref is set to the bearing to the target 
waypoint, i.e. to LOS. If there is no side wind or current, the 
course controller will bring the ship to the target after some 
time. However, the disturbances make the ship go off the path, 
which changes the bearing to the target, so a suitable correction 
of φs

ref following the new LOS is required. After a number of 
such corrections, the ship finally comes to the target, although 
along a trajectory looking like an arc hanging from the path. 
The objective of the advanced path-tracking algorithms [14-
18, 25] is to remove the arc completely or reduce it by including 
integration into the corrections. 

PID TRACK CONTROLLER

The diagram of the proposed cascade system is shown in 
Fig. 3 (compare [26]). PIDT denotes the track controller, PIDC 
the course controller, and the final element V/s converts the 
course deviation φ–φs

ref plus disturbance dT into a Cross-Track 
Error XTE dependent on the speed V [1, 2]. dT represents side 
wind or current which pushes the ship from the path. The 
actual error XTE is determined by the navigation system of the 
ship involving ECS or ECDIS equipment. The development of 
tuning rules for PIDT is considered here.

Fig. 3. Cascade tracking system with a path course φs
ref

To evaluate the dynamics of the plant controlled by PIDT, 
assume that the track controller is in manual control mode 
and its output, normally zero, is set to ΔφT to initiate a pull-out 

Since Tcl=T/r, so ωn=r/(ξT), which, when inserted into (18), 
converts the standard rules to the following form:

kP = kT ξ 2
1 r 2  , kD = k

1  r(2r–1), kI = kT 2 10ξ 2
1 r 3

 . (20)

The behaviour of a control system for different tuning rules 
is usually compared with respect to reference and disturbance 
responses. Although the reference filter is not specified in 
[1, 2], we shall take F(s)=1/(TDs+1), TD=kD/kP, following the PD 
design. The general output φ and control δ reference responses 
normalized with respect to the product kT, so dimensionless 
and independent from the parameters of the Nomoto model, 
are shown in Fig. 2a for r=2 and ξ=0.8 or 1 (rʹ=r · 4/3=~2.67). As 
could be expected, the output responses in the left part almost 
overlap (2.5% overshoot for ξ=0.8). The differences in the control 
plots (right part) are modest.

There are, however, considerable differences between the 
disturbance responses in Fig. 2b. The rules from Table 1, and 
particularly from Table 2, are beneficial with respect to both 
smaller deviation and shorter decay time. In particular, the 
normalized decay times determined for 10% of the maximum 
deviations are 13, 10, 5.5 and 3.5, while going in Fig. 2b from  
ξ=1 down to Tab. 2.

We add that, as in industrial controllers, the derivative part 
of the PID algorithm has been implemented as kDs/(TDs/D+1) 
with D=10.

TRACK CONTROLLER  
IN A CASCADE SYSTEM

Before examination of the track controller, we remind [1,2] 
the reader that a basic track-keeping system for steering a ship 
along a route defined by waypoints typically involves a course 

Fig. 2. Reference (a) and disturbance (b) output and control normalized responses for the standard settings [1,2] and settings from Table 1 and Table 2
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manoeuvre. Then the PIDC controller will begin to change 
course, as shown by the plot in Fig. 4. The dotted straight line 
at the right part is described by V · ΔφT · (t–TT) with ΔφT in 
radians and the time TT read out after drawing the line.

Fig. 4. Course control system pull-out response with XTE output
It should be clear that such pull-out response can be 

considered as generated by an integrator with inertia, with 
the time constant TT, so

ΔφT(s)
XTE(s) = s(TT s+1)

V
      (21)

This is the transfer function of the same type as the Nomoto 
model (1), so we can adapt the tuning rules developed before 
after a suitable change of notation.

So let
Tcl,T = TT

rT
        (22)

denote the time constant of the cascade system with 
some ratio rT of the pull-out and closed-loop time constants  
(TT /Tcl,T). The PIDT tuning rules given in Table 3 correspond 
to Table 1 and (21), (22).

Tab. 3. Tuning rules for PIDT tracking controller obtained from pull-out response

kP kI kD

VTT

1
 rT(rT + 2) VT 2

T

r2
T

V
2rT

Note that the above development requires only a properly 
operating course controller to execute the pull-out manoeuvre, 
without considering its settings. So the standard settings (20) or 
any other that ensure stable operation may be appropriate. In 
particular, for the PIDC controller tuned according to Table 1, 
the closed-loop transfer function is specified by (7). It is easy to 
show [27] that then TT in Fig. 4 equals two time constants Tcl , so

TT = 2Tcl = 2 T
r        (23)

Using this in Table 3 results in the tuning rules for the 
track controller PIDT given in Table 4. Note that the pull-out 
manoeuvre is not needed in this case, only the ship time constant 
T obtained from the initial zig-zag.

Tab. 4. Tuning rules for PIDT tracking controller obtained from the Nomoto model

kP kI kD

2VT
1  rrT(rT + 2) 4VT 2

r2 r2
T

V
4rT

A similar simplification applies to PIDC tuned according to 
Table 2. Here TT=3Tcʹl, with Tcʹl=T/rʹ. 

Fig. 5. Cascade system and track controller normalized outputs 
while changing a path and when disturbance occurs

Time diagrams of the normalized track error XTE and the 
track controller output ΔφT for a step change of the bearing 
course φs

ref at the beginning and the side disturbance dT at  
t/T=20 are shown in Fig. 5 for the tunings from Table 3 and 
the data r=2, rT=1, φs

ref = dT =0.1 [rd]. In both cases, the cascade 
system brings the XTE error to zero. For comparison, below we 
indicate that the normalized maximum deviation XTEmax due 
to dT is close to 0.05. Note also that, for r, rT as above, the time 
constant Tcl of the internal loop in Fig. 3 equals T/2 (from (7)), 
whereas Tcl,T of the outer loop is T (from (22), (23)). So one may 
say that the track-keeping here is two times “slower” than the 
course-keeping.

COMPARISON WITH CONVENTIONAL PI

According to [1, 2], a conventional track-keeping system 
based on an existing course autopilot involves a PI controller. 
Since PI tuning rules are not given there, we shall derive them 
briefly to compare the operation of PI with PID.

First, note that the course PIDC controller in Fig. 3 provides 
φ=~ φs

ref, so for an approximate derivation the internal loop may 
be dropped altogether. Hence, for the PI track controller, the 
open-loop transfer function becomes

Gopen(s) = kP(1+ TI s
1  )V

s       (24)

Let TPI be an assumed double time constant of the closed-
loop system. By standard calculations we get

kP = TPIV
2  , TI = 2TPI      (25)

The two controllers will be compared by taking TPI equal to 
the time constant Tcl,T of the PID system, i.e. to

Tcl,T = rrT

2T          (26)

from (22), (23). The data r=2, rT=1 from the example in Fig. 5 
give Tcl,T=T=TPI for the PI settings in (25). Unfortunately, for 
such settings the PI system oscillates (not shown), being very 
close to the stability limit.

The two times longer time constant TPI=2T which corresponds 
to rT=0.5 yields a PI response with decaying oscillation as in 
Fig. 6a (time axis extended). Smoothing of the PI response is 
obtained for TPI=4T, when the two responses shown in Fig. 6b 
are fairly similar. In this case, the outer loops are eight times 
“slower” than the internal course-keeping. The XTEmax error 
due to the disturbance dT is close to 0.2 for PI, so it is greater 
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than four times the error of 0.05 for PID in Fig. 5. So the use of 
PID instead of conventional PI may be advised if particularly 
accurate path-keeping is required.

Fig. 6. Cascade system responses for PID and PI track controllers: 
a)TPI=2T, b) TPI=4T

TRACKING TRAJECTORIES

Simulated trajectories for leading the ship onto three different 
paths treated as the first components of some voyages are shown 
in Figs. 7a, b, c. It is assumed that the ship may only leave the 
port going north, and the autopilot should bring it onto the 
path as soon as possible. Each path is defined by its geographic 
orientation, e.g. NW, and location with respect to the port. The 
first character of the orientation indicates in which of the two 
opposite directions (N or W) the ship is going to sail. So we 
have according to the figures:

a) NW, path coming out of the port
b) NE, path runs ahead of the port
c) SE, as above.

The trajectories represent simulation of the Nomoto ship for 
the data k=0.7 [(deg/s)/deg], T=60 [s], V=6[m/s] and design 
parameters r=2, rT=1. Controller settings are selected according 
to the rules in Tables 1 and 3. Distances in the figures are given 
in meters. 

In the case of Fig. 7a, the ship after leaving the port turns west 
and enters the nearby path. The trajectory in Fig. 7b begins by 
reaching the vicinity of the path followed by proper tracking. 
Fig. 7c shows a similar situation, but due to the opposite 
direction of the voyage the ship begins with a U-turn.

Software implementing course control and path-tracking is 
currently being tested in a prototype autopilot whose operator 
panel is shown in Fig. 7d [28]. The software is written in ST 
language of the IEC 61131-3 standard [29]. The button HCS 
activates course-keeping (heading). Parameters set in SETUP 
include the ratios r and rT.

CONCLUSIONS

New tuning rules for course and path-tracking PID controllers 
are developed for an autopilot. By using the Nomoto model of 
a ship, course-keeping is designed for critical damping, with 
a double or triple closed-loop time constant. The ratio of the 
open-loop to the closed-loop time constant is a design parameter. 
While the reference responses for the well-established standard 
settings [1, 2] and for the new ones are practically the same, 
the new rules provide better suppression of the environmental 

Fig. 7. a,b,c – Trajectories for sailing the ship onto the path,  d – operator panel of the prototype autopilot [28]
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disturbances, particularly for the 3rd order design.
The cascade control system applied for track-keeping is based 

on the observation that its internal part is described by a transfer 
function of the same type as the Nomoto model. This allows the 
same tuning rules to be used for both the course and the track 
controllers. Description of the internal part of the system may 
be obtained from a pull-out manoeuvre. Due to the capability 
of fast operation, the PID track controller can provide better 
suppression of disturbances than the conventional PI.

Simple tables with the tuning rules developed here involve 
the data of the Nomoto model, speed, and ratios of the time 
constants as the design parameters. The parameters can be 
adjusted on-line according to environmental conditions and the 
phase of the voyage. To summarize, the novelty of this research 
is in the theory, particularly in new tuning rules for the two 
PID autopilot controllers that improve closed-loop responses.
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ABSTRACT

Dynamic designs for ship propulsion shafting can be categorised as complex multi-disciplinary coupling systems. The 
traditional single disciplinary optimisation design method has become a bottleneck, restricting the further improvement 
of shafting design. In this paper, taking a complex propulsion shafting as the object, a dynamic analysis model of the 
propeller-shafting-hull system was established. In order to analyse the coupling effect of propeller hydrodynamics on 
shafting dynamics, the propeller’s hydrodynamic force in the wake flow field was calculated as the input for shafting 
alignment and vibration analysis. On this basis, the discipline decomposition and analysis of the subdisciplines in 
design of shafting dynamics were carried out. The coupling relationships between design variables in the subdisciplines 
were studied and the Multi-disciplinary Design Optimisation (MDO) framework of shafting dynamics was established. 
Finally, taking the hollowness of the shaft segments and the vertical displacement of bearings as design variables, 
combined with the optimal algorithm, the MDO of shafting dynamics, considering the coupling effect of the propeller-
shafting-hull system, was realised. The results presented in this paper can provide a beneficial reference for improving 
the design quality of ship shafting.

Keywords: ship propulsion shafting, dynamic modelling, shafting alignment, shafting vibration, multi-disciplinary design optimisation

INTRODUCTION

Propulsion shafting is an important part of marine 
power plant. With the trend for upsizing and high-speed 
ships, the shafting structure is becoming more and more 
complex and its design process involves many different 
disciplines, such as structural mechanics, rotor dynamics 
and fluid mechanics, which belong to the design category of 
complex multi-disciplinary coupling systems [1]. Changes 
in design parameters and the coupling of dynamic factors, 
such as propeller hydrodynamic force and bearing support 
stiffness, will all affect the dynamic performance of shafting, 
to different degrees, influencing the reliability, concealment 
and other performance indexes of the whole power plant.

Alignment and vibration design are the core content of 
shafting dynamics analysis. At present, the relevant research 
on designing shafting dynamics optimisation is mainly 
carried out around these two points. For the optimisation 
of shafting alignment characteristics, recent research 
mainly focuses on optimisation by considering dynamic 
factors. Considering factors such as oil film stiffness, elastic 
deformation of the vibration isolator and dynamic stiffness, 
Yin [2] completed a comprehensive optimisation of alignment 
characteristics of a ship’s flexible propulsion shafting by 
combining the Kirging response surface with a genetic 
algorithm. Using the established propeller-shafting-hull finite 
element model of a large crude oil carrier, Seo [3] analysed 
the influence of hull deformation, caused by draught change, 
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on shafting alignment; the results can provide guidance for 
the improvement of shafting alignment calculations. As for 
the optimisation of shafting vibration characteristics, current 
research is mainly focused on the new vibration absorber 
and the coupling vibration, under the influence of multiple 
factors. In [4], a dynamic vibration absorber with negative 
stiffness was proposed, which has the advantages of a low 
mass and small damping ratio; it has a remarkable effect 
on suppressing the longitudinal vibration of shafting under 
different operating modes. Huang [5] established an analysis 
model for the coupled transverse and torsional vibration 
of marine propulsion shafting, and further proposed an 
evaluation method for coupling vibration, considering the 
eccentricity of the cross section, damping coefficient and 
structural size. 

In general, the optimisation design of shafting dynamics is 
mostly carried out from the perspective of a single discipline 
such as structure, alignment or vibration, and the coupling 
influence between multiple disciplines is rarely considered. 
This makes it difficult to acquire the optimal design results, 
which has become an immense obstacle, hindering the further 
improvement of shafting design quality.

The theory of Multi-disciplinary Design Optimisation 
(MDO) is a methodology that provides scientific guidance 
for the optimal design of a system by fully exploring and 
utilising the coupling effect and synergistic relationships 
between subdisciplines in complex systems, which is 
a powerful tool for solving engineering design problems. 
This theory was first presented in the field of aerospace; 
however, with continuous development, it has been extended 
to various walks of life, including ship design and propulsion. 
Gholinezhad [6] proposed a reliability-based MDO model 
for the design of an autonomous underwater vehicle and 
presented a method named the Sequential Optimisation 
and  Reliability Assessment (SORA) to solve it. Lin [7] 
presented a methodology for the MDO of the life cycle benefit 
(LCB) of trimarans; the Monte Carlo Method was applied in 
the algorithm to achieve the optimisation. Nevertheless, for 
the application of MDO theory in the design of ship shafting, 
research is still in the exploratory stage. Liu [8] studied and 
established the MDO model for a marine motor driving shaft 
and realised the optimisation of alignment and vibration 
characteristics by changing the displacement of the stern 
bearing. The model is a short shaft that contains few design 
variables and the analysis method lacks consideration of the 
coupling effect between different disciplines.

By applying MDO theory to the dynamic design of ship 
shafting, we can acquire the optimal design scheme under the 

comprehensive consideration of the coupling effect between 
design variables. In this paper, by taking a complex propulsion 
shafting as the object, the dynamic analysis model of the 
propeller-shafting-hull system was established. On the basis 
of the disciplinary decomposition of shafting dynamics design 
and research on coupling relationships among subdisciplines, 
the MDO framework of shafting dynamics was proposed and 
an intelligent algorithm was used to realise the optimisation.

DYNAMIC ANALYSIS MODEL OF THE 
PROPELLER-SHAFTING-HULL SYSTEM

The hydrodynamic propeller force not only affects the 
shafting alignment state, but it is also the main excitation 
source of shafting vibration. Approximate methods were 
often used to calculate the hydrodynamic force as the input 
of analysis for shafting dynamics but the errors caused by 
approximate calculations did not guarantee the accuracy of the 
simulations. Hence, it is necessary to establish an integrated 
model of the propeller-shafting-hull system with a wake flow 
field model and use Computational Fluid Dynamics (CFD) 
methods to accurately calculate the hydrodynamic force. This 
considers the coupling effect of propeller hydrodynamics in 
the MDO framework of shafting dynamics. 

INTEGRATED MODEL

Complex propulsion shafting mainly includes a propeller, 
three water lubricated bearings (including a front stern 
bearing, a rear stern bearing and a stern tube bearing), 
four intermediate bearings (numbered 1~4 from the stern 
to the bow of the shafting), a propeller shaft, a stern shaft, 
an intermediate shaft, flanges and couplings etc. The 
shafting is connected to the main engine by the gearbox 
and synchronous-self-shifting clutch. After simplification, the 
finite element analysis model of the shafting was established, 
as shown in Fig. 1.

With regard to the model in Fig. 1:
(1) Ignoring the coupling effect of vertical and horizontal 

stiffness (the subsequent modal analysis found that 
considering the coupling stiffness has little effect on 
shafting dynamics), a vertical and horizontal spring 
element was set at the fulcrums of each bearing and 
the stiffness values were reasonably set to simulate the 
bearing support [9]. Among them, the front and rear 
stern bearings adopted the multi-points model and the 
other bearings were supported by a single point;

Fig. 1. Finite element analysis model of the propulsion shafting
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(2) The gear shaft and two gear bearings were used to simulate 
the support in the gearbox and an axial spring was set at 
the output of the gearbox to simulate the thrust function 
of the bearings;

(3) The weight of the propeller and large gear was treated as 
concentrated load and the rest of the shaft segments were 
regarded as stepped shaft segments, applied as a uniformly 
distributed gravity load. The buoyancy coefficient of the 
propeller, propeller shaft and stern shaft was considered 
to be 0.87 and the material properties of various parts of 
the shafting are shown in Table 1;

(4) The reference coordinate system was designed as 
follows. Taking the geometric centre of the propeller as 
the coordinate origin, the inward vertical surface is the 
positive direction of the x axis; the upward direction is 
the positive direction of the y axis; the z axis is the axial 
direction, pointing to the bow is positive. 

Tab. 1. Load and material properties of each part of the shafting

Parts Young’s modulus 
(N·m-2) Poisson’s ratio Buoyancy 

coefficient

Density for 
calculation 

(kg·m-3)
Propeller 1.24 ×1011 0.33 0.87 6525.0
Large gear 2.00 ×1011 0.30 — 7850.0
Propeller shaft and stern shaft 2.00 ×1011 0.30 0.87 6859.5
Other shaft segments 2.00 ×1011 0.30 — 7850.0

A three-dimensional model of the hull was further 
established and assembled with the shafting to obtain the 
integrated model of the propeller-shafting-hull system, as 
shown in Fig. 2. It should be noted that, in order to improve 
the efficiency of the fluid simulation, propeller hydrodynamic 
force was calculated in the stack mould flow field of the hull, 
i.e. only the flow field below the waterline of the hull was 
considered. Therefore, only the hull model below the waterline 
was retained during modelling.

WATERSHED MODEL OF THE SHIP WAKE FIELD

A propeller’s hydrodynamic force can be divided into 
surface force and bearing force, according to its transmission 
path; the bearing force is transmitted to the hull through 
shafting and is the main excitation source of shafting vibration. 
Relying on the integrated model in Fig. 2, the portside shafting 
was taken as an object to establish the watershed model of 
the wake field, as shown in Fig. 3.

The computational domain consists of two parts, one is 
the large wake field around the hull and the other is the small 
rotational flow field around the propeller. In order to ensure 
uniform incoming flow and consider the development of 
wake, the distance between the inlet of the large watershed 
and the bow of the ship is as long as the hull length, and the 
distance between the outlet and the stern of the ship is twice 
that of the hull length. The geometric centre of the cylindrical 
rotational flow field coincides with that of the propeller. 

Its diameter is 1.25  times 
the propeller diameter and 
its height is 1.05  times the 
propeller hub length.

SUBDISCIPLINE ANALYSIS 

In MDO theory, disciplinary decomposition is the 
basis for optimal design. From the perspective of dynamic 
performance indexes, the design process of shafting dynamics 
was divided into three subdisciplines: statics, structural 
mechanics and rotor dynamics. Taking the dynamic analysis 
model as a platform, the design variables were selected after 
subdiscipline analysis.

Fig. 3. Watershed model of the ship wake field 

Fig. 2. Integrated model of the propeller-shafting-hull system
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STATICS ANALYSIS

In statics, the performance indexes relate to the dynamic 
characteristics of the shafting, mainly including the weight 
and size of shafting, which directly affects the torque 
transmission capacity and the loading capacity of the 
whole ship. The total weight of shafting can be estimated 
by Eq. (1) [10]:
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where, ρi, Vi, Li, Di, and di represent the density, volume, 
length, outer diameter and inner diameter of the ith shaft 
segment, respectively; g is the gravitational acceleration; and 
Ga(D) represents the weight of the auxiliary equipment of 
the shafting, positively related to the outer diameter of the 
shaft segment. In order to reduce the total weight of shafting, 
shafting mostly adopts a hollow design and the hollowness 
is used to express the hollow degree of the shaft segment, as 
shown in Eq. (2).

i
i

i

dm
D

 (2)

where mi (i=1,2,3) is the hollowness of the ith shaft segment. 
The hollowness of each shaft segment can be adjusted within 
a certain range, while the outer diameter is directly related 
to the bearing selection and the design of relevant auxiliary 
equipment; it is difficult to change. Therefore, the value of 
hollowness is mainly adjusted by changing the inner diameter. 
The finite element model of shafting was transformed into 
hollow shafting by using a Boolean operation and the inner 
diameters of the propeller shaft, stern shaft and intermediate 
shaft were set as design variables. The whole process is shown 
in Fig. 4.

Fig. 4. The parameterisation of hollowness 

STRUCTURAL MECHANICS ANALYSIS

The results of the structural mechanics analysis mainly 
show the relevant performance indexes of shafting alignment, 
including the load values of each bearing, the load difference 
between two adjacent bearings and the rotation angle 
of bearings etc. Poor alignment may lead to abnormal wear 
of the shafting and cause severe vibration [11]. Using the finite 

element method, the shafting is discretised into individual 
finite elements and the force and moment transfer equations 
between nodes are established. According to the actual force 
boundary conditions of shafting, the stress, rotation angle and 
reaction force can be calculated. The relationship equation 
of the reaction force at each node is: 

e eR K  (3)

where Ke is the global stiffness matrix of the system, δe is the 
nodal displacement vector, and R is the nodal force vector. The 
nodal force corresponding to spring elements represents the 
bearing reaction force. After linear alignment calculations, 
the state parameters of each bearing are shown in Table 2.
Tab. 2. State parameters of each bearing under linear alignment

Name
Rotation 

angle  
(rad)

Bearing 
load  
(kN)

Specific 
pressure  
(N/mm2)

Allowable 
specific 
pressure  
(N/mm2)

Rear stern 
bearing 3.3827 e-6 398.33 0.11 0.80

Front stern 
bearing -3.0143 e-5 102.39 0.07 0.80

Stern tube 
bearing 0.1569 e-6 161.05 0.15 0.30

Intermediate 
bearing 1# -2.6387 e-5 100.03 0.17 0.80

Intermediate 
bearing 2# 3.2547 e-6 106.77 0.18 0.80

Intermediate 
bearing 3# -1.2385 e-6 99.52 0.17 0.80

Intermediate 
bearing 4# 7.5265 e-7 123.67 0.21 0.80

According to Table 2, the rotation angle and specific 
pressure of each bearing are in the allowable range [12] 

but the load difference 
between front and rear stern 
bearings is too large, which 
will aggravate the wear of 
the rear stern bearing and 
the shaft segment it supports, 
causing service life reduction 

of the shafting components. Based on the watershed 
model of the ship wake field, the boundary conditions, 
such as incoming f low velocity and the rotating speed of 
the propeller, were set according to the design navigation 
condition of shafting (the RPM of the propeller is 150), 
and the propeller’s hydrodynamic force was calculated 
by the CFD method. The time domain curves of thrust 
and torque of the propeller are shown in Fig. 5 and the 
pressure distribution on the surface of the propeller 
blades in the wake field was obtained, as shown in Fig. 6.
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Fig. 5. Time domain curves of thrust and torque of the propeller

Fig. 6. Pressure contour of propeller 
surface in the wake field Fig. 7. Fluid-structure interaction

Setting the fluid-structure interface on the propeller 
surface, the propeller’s hydrodynamic forces were applied 
to the propeller surface in the form of pressure (as shown in 
Fig. 7). Then, the alignment calculation was carried out again 
and the alignment results are listed in Table 3.
Tab. 3. State parameters of each bearing after reckoning in the propeller 

hydrodynamic force

Name Rotation angle (rad) Bearing load (kN)
Rear stern bearing 3.4541 e-6 258.61
Front stern bearing -6.8015 e-5 118.64
Stern tube bearing -6.5527 e-6 156.69
Intermediate bearing 1# -6.7734 e-5 100.27
Intermediate bearing 2# -3.4023 e-6 102.95
Intermediate bearing 3# -5.0721 e-7 95.98
Intermediate bearing 4# -6.8662 e-6 125.01

Comparing the data in Table 2 and Table 3, it can be seen 
that the load difference between front and rear stern bearings 
is reduced by 139.72 kN, after considering the hydrodynamic 
force, which indicates that the hydrodynamic force can 
effectively improve the working state of shafting during ship 
navigation. However, evidently, the load difference between 
front and rear stern bearings is still as high as 110.46 kN and 
so it is necessary to further adjust the vertical position of 
the bearings to optimise the alignment state. By setting the 
free length of the established spring elements as parameters, 
the parameterisation of the vertical position of the bearings 
can be realised. Additionally, the change of the hollowness 
of each shaft segment will also affect the shafting alignment 
by changing the mass. Consequently, the hollowness of shaft 
segments and the vertical displacement of bearings were 
selected as design variables in structural mechanics.

ROTOR DYNAMICS ANALYSIS

Influenced by the propeller excitation force and the 
pulsating excitation force of the main engine, shafting will 
inevitably generate a certain degree of vibration during its 
operation. An excessive vibration response is not conducive to 
the safe and stable operation of shafting and may induce large 
radiation noise, affecting the concealment of the whole ship. 
The complex propulsion shafting belongs to a multi-support 
rotor system, so the analysis of its vibration characteristics 
is a typical rotor dynamics problem. The rotor dynamics 
analysis equation based on the finite element method is: 

[ ]{ } [ ]{ } [ ]{ } { }M x C x K x F (4)

where [M], [C] and [K] represent the equivalent mass 
matrix, damping matrix and stiffness matrix at each node, 
respectively; { }x ,{ }x  and{ }x represent the acceleration 
vector, velocity vector and displacement vector of each node, 
respectively; and {F} represents the excitation force vector at 
each node. With regard to the long shafting with a gearbox, 
the gear meshing excitation force can be ignored and the 
excitation force mainly comes from the propeller.

According to Eq. (4), if the hollowness of each shaft 
segment changes, the shafting vibration response will be 
affected by the change of mass matrix. Furthermore, the 
vertical displacement of bearings shall be adjusted during 
the optimisation of alignment state and the load change of 
each bearing, after the change of vertical position, can be 
expressed as [13]:
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where {R}y represents the variation vector of bearing load, 
iR is the load variation of the ith bearing, where i = 1, 

2,…, n; aij is the bearing load influence coefficient, which 
represents the load variation of the jth bearing when the 
vertical displacement of the ith bearing changes by one unit 
length, where j = 1, 2,…, n; and ih is the vertical displacement 
of the ith bearing. Considering the vertical displacement of the 
bearings, the coupling dynamic equation of the rotor system 
can be expressed by Eq. (6) [14]:
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where [M] and [Mf] are the rotor mass and the participating 
mass of vibration at each support, respectively; [Cv] is the 
vertical damping coefficient of each bearing; [Kv] and [Kv] 
are the vertical oil film stiffness and the vertical structural 
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stiffness of each bearing, respectively; {F} is the external force 
on the support; {Y}, { }Y and { }Y  are the vertical vibration 
displacement, velocity and acceleration at each support, 
respectively; and { }fY , { }fY and { }fY  are the vibration 
displacement of the participating mass at each support, 
respectively. Eq. (6) shows that the change of vertical position 
of the bearings will also affect the vibration characteristics 
of the shafting.

In view of the theoretical analysis above, the sensitivity 
analysis method was used to further research the influence of 
the vertical displacement of the bearings on shafting vibration 
response. First of all, the modal analysis of the shafting was 
carried out to obtain the first six order modal shapes and 
frequencies within the highest excitation frequency, as shown 
in Fig. 8.

(a) First order-vertical bending modal shape, 5.6374 Hz

(b) First order-transverse bending modal shape, 5.6458 Hz

(c) First order - longitudinal modal shape, 9.6465 Hz

(d) Second order - vertical bending modal shape, 13.6740 Hz

(e) Second order - transverse bending modal shape, 13.6490 Hz

(f) Third order - vertical bending modal shape, 17.7810 Hz

Fig. 8. First six order modal analysis results of the shafting
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According to the modal analysis results, a large vibration 
response emerges at the middle of the propeller shaft and 
stern shaft, so these two points were taken as the vibration 
monitoring points a and b, respectively. By transforming the 
propeller hydrodynamic force, calculated previously, into the 
resonant load [15] acting on the propeller, the amplitude-
frequency response of the monitoring points can be analysed. 
As stern bearings are located outboard, and the sealing device 
is located at stern tube bearing, it is hard to adjust the vertical 
position for these three bearings at the stern of the shafting. 
Consequently, taking the vertical displacement of four 
intermediate bearings as variables, the sensitivity analysis 
results of the maximum amplitude of monitoring points, 
with respect to the vertical displacement, are shown in Fig. 9.

Fig. 9. Results of sensitivity analysis

In Fig. 9,  ( 1, 2,3, 4)jh j  represents the vertical 
displacement from No.1 to No.4 intermediate bearings. Due 
to limited space, only the sensitivity values of amplitudes 
in the y and z direction are given in the figure. It can be 
seen that the displacement of the No.1 intermediate bearing 
close to the stern of the shaft has a greater impact on the 
maximum amplitude, while the displacements of No.3 and 
No.4 intermediate bearings, with a long distance to the stern 
shaft, have smaller impacts. Moreover, the sensitivity of each 
bearing has negative values, so the vibration response of the 
shafting can be reduced by finding the optimal displacement 
values. For the above-mentioned analysis, in rotor dynamics, 
the hollowness of shaft segments and the vertical displacement 
of bearings can also be selected as design variables to optimise 
the dynamic characteristics of shafting.

COUPLING RELATIONSHIP AMONG 
SUBDISCIPLINES

In MDO theory, design variables can be divided into three 
types [16], as shown in Table 4.

Tab. 4. Classification and definition of design variables

Type Definition

Discipline variable Variables that only work within the scope of this 
discipline

Share variable
Variables shared by multiple disciplines, 
affecting the entire MDO system as input 
variables

Coupling variable Output variables of discipline analysis as input 
variables of other disciplines

Apparently, according to the results of the subdiscipline 
analysis, the hollowness of shaft segments is obviously 

the share variable among 
the three subdisciplines. 
From the results of the rotor 
dynamics analysis, with the 
change of vertical position 
of the bearings, there is 
a  coupling relationship of 
mutual input and output 
between the alignment state 
and vibration characteristics 
of the shafting. Hence, the 
vertical displacement of the 
bearings indicates the coupling 

variables between structural mechanics and rotor dynamics. 
The coupling relationship between three subdisciplines is 
shown in Fig. 10.

Hollowness of shaft 
segments

Statics  Structural mechanics Rotor dynamics

Total weight of 
shafting

Alignment 
characteristics

Vibration responseVertical displacement of 
bearings

Vibration 
displacement

Alignment 
characteristics

Mass matrix

Fig. 10 Coupling relationship between subdisciplines 

MDO FRAMEWORK FOR SHAFTING 
DYNAMICS

According to the analysis above, there is no hierarchical 
relationship among the subdisciplines but there is information 
interaction and a coupling relationship between structural 
mechanics and rotor dynamics. The whole design system 
of the shafting dynamics belongs to a non-hierarchical 
system, which means it is unnecessary to adopt a multi-level 
optimisation strategy to construct the MDO framework. 
Considering the lateral coupling relationship, the MDO 
framework for shafting dynamics was constructed by the 
Multi-Disciplinary Feasible (MDF) strategy. 
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MATHEMATICAL MODEL

According to MDF strategy, the mathematical model of 
the MDO framework was established, including optimisation 
objectives, system consistency constraints and the value range 
of design variables. Eq. (7) is the vector of design variables, 
including the hollowness of three shaft segments and the 
vertical displacement of four intermediate bearings; the MDO 
objective function of shafting dynamics was established, as 
shown in Eq. (8). 
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where Gf  is the performance index function representing the 
total weight of shafting, *

AG , AG  are the total weight before 
and after optimisation (kN), respectively; Rf and Rf are the 
performance index functions representing the load of rear 
stern bearing and the reduction of load difference between 
front and rear stern bearings, respectively; *

1R , *
2R and 1R  

2R  are the load values of two stern bearings before and after 
optimisation (kN), respectively; wf , lf  are the performance 
index functions representing the whirling vibration and 
longitudinal vibration of shafting; *

axd , *
ayd , *

byd , *
byd , axd

, ayd  bxd , and byd  are the maximum amplitudes in the x and 
y directions of the two vibration monitoring points, before 
and after optimisation (mm), repectively; *

azd , *
bzd azd and 

bzd  are the maximum amplitudes in the z direction of the two 
monitoring points before and after optimisation, respectively; 
and x , y and z  are the weight coefficients, taken as 0.15, 
0.35 and 0.50, respectively. To make optimisation results meet 
the relevant shafting design standards and specifications 
[17], the following consistency constraints were added to the 
mathematical model:
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where maxiR , iR  and iG  are the maximum allowable load, 
the load of the ith bearing and the total weight of the two 
adjacent shaft segments it spans, respectively; maxj and 
[ ]  are the maximum bending stress and allowable stress 
of the jth shaft segment (N/mm2), respectively; 1 and [ ] are 
the rotational angle and allowable angle at the support of the 
rear stern bearing (rad), respectively; n1 and f1 are the critical 
speed (rpm) and the corresponding natural frequency (Hz) of 
the first order whirling vibration of shafting, respectively; nr is 
the design working speed of shafting; and nz is the subcritical 
speed of the propeller blades.

MDO FRAMEWORK

The MDO mathematical model has been established 
according to previous research. To obtain satisfactory 
optimisation results under the constraints in Eq. (9), it 
is essential to carry out multiple iterative calculations, in 
combination with the optimisation algorithm.

Since many design variables and optimisation objectives 
are contained in Eq. (8), the Non-dominated Sorting Genetic 
Algorithm-II (NSGA-II) was adopted as the optimisation 
algorithm. This algorithm supports multi-objective 
optimisation under multiple constraints and the elite 
individual reservation mechanism is added to the iteration 
process, which is conducive to finding the global optimal 
solution [18]. Interacting the algorithm with the parametric 
dynamic analysis model to obtain a large enough sample space 
of experimental points by the Design of Experiment (DOE) 
method [19, 20], the iterative optimisation calculation was 
performed to search for the optimal vector of design variables. 
The MDO framework of shafting dynamics, combined with 
the NSGA-II, is shown in Fig. 11.

MDO OF SHAFTING DYNAMICS

The parameters of NSGA-II were set as follows: the 
maximum number of iterations is 20, the maximum number 
of sample points per iteration is 61, the maximum allowable 
Pareto percentage is 70%, and the estimated sample space of 
the experimental points is 700. It can be seen from Fig. 11 that, 
in each iteration process, the parametric model is updated by 
the interaction of the sample data with the dynamic analysis 
results of each sample point, extracted to evaluate its fitness 
in the algorithm.

After iterative solving, the final vector of design variables 
obtained is Xopt = (0.598, 0.585, 0.684, 2.0, 0.9, -0.8, -1.4)
T, which means that the hollowness of the propeller shaft, 
stern shaft and intermediate shaft were taken as 0.598, 
0.585 and 0.684, respectively. The vertical position of No.1 
and No.2 intermediate bearings were raised by 2.0 and 0.9 
mm, respectively, while that of No.3 and No.4 intermediate 
bearings were lowered by 0.8 and 1.4 mm, respectively. 
Taking the hollowness of the stern shaft (m2) and the 
vertical displacement of No.1 intermediate bearing ( 1h ) 
as examples, the optimisation process is shown in Fig. 12.
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(a) Optimisation process of m2

(b) Optimisation process of 1h

Fig. 12. Optimisation process of design variables

Since the hollowness of the shaft segments changed, in order 
to verify whether the optimisation results meet the strength 
requirements of shafting, the strength of the dangerous cross 
sections of shafting must be checked. The maximum bending 
stress of shafting generally appears at the stern bearing [21], 
so the cross section where the rear stern bearing is supported 

(No.1 cross section) and the cross sections where the diameter 
of the shaft changes at the head end (No.2 cross section) 
and tail end (No.3 cross section) of the rear stern bearing, 
were reckoned to be dangerous. The equations for the safety 
factors of these dangerous cross sections are available in the 
correlative shafting design standards [12], which will not be 
repeated here. Taking the yield strength of the material as 
500 MPa and the tensile strength as 700 Mpa, the strength 
check results are shown in Table 5.
Tab. 5 Strength check results of dangerous cross sections
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No.1 cross section 78.80 40.66 3.49 2.00

No.2 cross section 78.80 39.45 3.53 2.00

No.3 cross section 112.41 40.96 2.82 2.00

According to Table 5, the safety factors of dangerous 
cross sections are greater than the allowable values, so 
the optimisation results of hollowness meet the strength 
requirements in shafting design. By updating the hollowness 
of shaft segments and the vertical position of intermediate 
bearings in the parametric model, the alignment calculation 
can be conducted again. The loads of each bearing, after 
MDO, are shown in Table 6.

Integrated model of propeller-shafting-hull system

Parametric finite element 
analysis model of  shafting

Watershed model of ship 
wake field

Finite element analysis of shafting dynamicsPropeller hydrodynamic force

 Parameters setting of NSGA-II

DOE sample space

Vector of design variables of 
experimental points

Statics Structural mechanics Rotor dynamics

Total weight Alignment parameters Vibration response

MDO 

Fitness calculation

Non-dominated sorting

Conservation of the optimal 
experimental points

Several alternative vectors of 
design variables

Output The optimal vector

Maximum Pareto 
percentage ?

Maximum iterations ?

Selection, crossover, mutation

 ,  i jm hUpdate of model parameters

Fluid-structure 
interaction

Resonant load

Mathematical model of MDO framework

Fitness function

Update of sample space

N

N

Y

Y

Fig. 11. MDO framework of shafting dynamics
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Tab. 6. Load of each bearing after MDO

Name Vertical 
displacement (mm) Bearing load (kN)

Rear stern bearing 0.0 219.25

Front stern bearing 0.0 137.97

Stern tube bearing 0.0 113.81

Intermediate bearing 1# 2.0 137.33

Intermediate bearing 2# 0.9 103.61

Intermediate bearing 3# -0.8 94.94

Intermediate bearing 4# -1.4 107.53

By comparing the data in Table 3 and Table 6, after 
MDO, the load of the rear stern bearing is reduced by 
39.36 kN and the load difference between the front and rear 
stern bearings is reduced by 58.69 kN. The working state of 
the shafting is ameliorated. Furthermore, the amplitude-
frequency response at the vibration monitoring points 
was analysed, after MDO. A comparison of the results of 
the vibration response, before and after optimisation, is 
given in Fig. 13 (the whirling vibration is represented in 
the y direction), and the maximum extracted amplitude 
is shown in Table 7.

(a) Maximum amplitude (y direction) at point a (b) Maximum amplitude (z direction) at point a

(c) Maximum amplitude (y direction) at point b (d) Maximum amplitude (z direction) at point b

Fig. 13. Comparison of amplitude-frequency response at monitoring points before and after MDO
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Tab. 7. Maximum amplitude of monitoring points before and after MDO (mm)

Direction
Point a Point b

Before After Before After

x direction 0.1051 0.1052 0.0378 0.0377

y direction 0.5615 0.5029 0.0699 0.0594

z direction 0.6009 0.5578 0.5724 0.5294

Combining Fig. 13 with the data in Table 7 shows that 
resonance peak points are near the modal frequency of each 
order. After optimisation, the amplitude in the x direction, 
at the propeller shaft and stern shaft, is basically unchanged, 
while the amplitude in the y direction and z direction 
decreases significantly. Overall, on the condition of meeting 
the design standards after MDO, the total weight of shafting 
is reduced, the alignment and vibration characteristics are 
improved, and the dynamic characteristics of the whole 
shafting is optimised.

CONCLUSIONS

Taking a complex propulsion shafting as a research object, 
this paper established an integrated model of a propeller-
shafting-hull system and a watershed model of the wake field. 
Considering the coupling effect of propeller hydrodynamics, 
the design of shafting dynamics was divided into three 
subdisciplines: statics, structural mechanics and rotor 
dynamics. The design variables, including the hollowness 
of three shaft segments and the vertical displacement of 
four intermediate bearings, were selected after subdiscipline 
analysis and the coupling relationship between subdisciplines 
was studied. On this basis, the MDO framework of shafting 
dynamics was constructed and completed by combining it 
with the NSGA-II.

After MDO, with the total weight of shafting reduced, 
the load the of rear stern bearing is reduced by 39.36 kN, 
the load difference between the front and rear stern bearings 
is reduced by 58.69 kN and the vibration response of the 
shafting is also reduced.

The optimisation results show that the reliability, safety and 
concealment indexes of shafting operations are improved. The 
results of this research further enrich the design theory of ship 
propulsion shafting and provide a reference for promoting 
the design quality of shafting.
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ABSTRACT

Marine electronically controlled (ME) two-stroke diesel engines occupy the highest market share in newly-built ships 
and its fuel injection system is quite different and important. Fault diagnosis in the fuel injection system is crucial 
to ensure the power, economy and emission of ME diesel engines, so we introduce hierarchical multiscale fluctuation 
dispersion entropy (HMFDE) and a support matrix machine (SMM) to realise it. We also discuss the influence of 
parameter changes on the entropy calculation’s accuracy and efficiency. The system simulation model is established 
and verified by Amesim software, and then HMFDE is used to extract a matrix from the features of a high pressure 
signal in a common rail pipe, under four working conditions. Compared with vectorised HMFDE, the accuracy of 
fault diagnosis using SMM is nearly 3% higher than that using a support vector machine (SVM). Experiments also 
show that the proposed method is more accurate and stable when compared with hierarchical multiscale dispersion 
entropy (HMDE), hierarchical dispersion entropy (HDE), multiscale fluctuation dispersion entropy (MFDE), multiscale 
dispersion entropy (MDE) and multiscale sample entropy (MSE). Therefore, the proposed method is more suitable 
for the modelling data. This research provides a new direction for matrix learning applications in fault diagnosis in 
marine two-stroke diesel engines.

Keywords: Hierarchical multiscale fluctuation dispersion entropy; fuel injection system; support matrix machine; fault diagnosis

INTRODUCTION

With the characteristics of high thermal efficiency, high 
power, long service life, and easy maintenance, diesel engines 
play an important role in transportation, agriculture, industry, 
national defence and other fields [1]. According to relevant 
statistics, 90% of marine ships use diesel engines as their main 
propulsion units. However, marine diesel engines generally 
use low-quality heavy fuel oil [2,3], which will produce a large 
number of nitrogen oxides, sulphur oxides, carbon dioxide, 
particulate matter, volatile organic compounds, oily sewage 
and other hazards. These have become the main source of 
pollutants in the sea and coastal areas of ports, causing 
serious damage to the ecological environment and affecting 

people’s health [4]. The fuel injection system of a marine 
diesel engine has an important influence on its power, 
economy and emissions [5], such as improving combustion 
performance, reducing pollutant emissions and increasing 
diesel engine power [6]. The ideal fuel injection system has the 
characteristics of high injection pressure, flexible adjustment 
of the injection law and injection timing [7]. Low emissions, 
low fuel consumption, high reliability, large degree of control 
freedom and convenient operation and maintenance are the 
goals pursued by the continuous development of marine 
diesel engines. Because of their high control accuracy, great 
flexibility and complete functionality, electronic fuel injection 
systems have greatly improved the fuel economy of diesel 
engines and reduced pollutant emissions, which has become 
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a research hotspot in the diesel engine industry, both at home 
and abroad, and is an inevitable trend of the development of 
marine diesel engines [8]. 

At present, low-speed marine diesel engines mainly 
include marine electronically controlled (ME) diesel engines 
produced by MAN Company and RT-Flex diesel engines 
produced by the WinGD Corporation. According to statistics 
in Shanghai, China, ME type diesel engines have the highest 
market share, with an average of 56%, as shown in Table 1. The 
fuel injection system of an ME diesel engine is electronically 
controlled, with the characteristics of high injection pressure, 
flexible adjustment of injection law, injection timing and 
injection pressure. It is also the largest contributing factor 
to diesel engine failure [9]. Therefore, fault diagnosis in the 
fuel injection system of an ME two-stroke diesel engine is 
of great significance. 
Tab. 1. Statistics of types of diesel engines used on newly-built ships 

in Shanghai, China.

Years Number of newly 
built ships

Number of marine 
electronically 

controlled diesel 
engines

Number of dual 
fuel diesel engines

2019 26 17 1

2020 24 13 8

2021 41 21 12

The existing fault diagnosis method for diesel engines is 
widely based on the vibration signal. Wang et al. [10] measured 
the cylinder head surface vibration signals under three 
conditions of a diesel engine: normal state, injection advance 
angle leading and injection advance angle lagging, and used 
adaptive wavelet packets and EEMD fractal dimensions for 
fault diagnosis. Krogerus et al. [11] identified the injection 
duration of pilot diesel injectors by measuring the high 
pressure common rail fuel pipe pressure vibration signal of 
a dual fuel diesel engine. Yang et al. [12] collected the vibration 
signals of a diesel engine surface under seven common valve 
faults, and adopted a combination of the discriminative non-
negative matrix factorisation (DNMF) and the KNN classifier. 
Desbazeille et al. [13] analysed the crankshafts’ angular speed 
variations to monitor the working condition of a large diesel 
engine. Liu et al. [14] proposed a novel fault diagnosis method 
for diesel engines based on self-adaptive WVD, improved 
FCBF and a relevance vector machine (RVM); the results 
demonstrated that the method can effectively extract the 
relevant fault features and can accurately identify the fault 
types. From the above research, we see that most of these 
experiments were carried out in a laboratory environment, 
which lacks interference, and the vibration signal is more 
susceptible to noise pollution. The working environment is 
harsher, especially for a marine two-stroke diesel engine which 
generates a higher possibility of interference from vibration 
data. Cherednichenko et al. [15] undertook the physical 
modelling of thermochemical fuel treatment processes. 
Varbanets et al. [16] pointed out that mathematical simulation 
of the engine was helpful in identifying malfunctions and 

predicting the effects of a malfunction on the performance 
of the engine. Zhao et al. [17] used numerical simulations 
and experimental tests to evaluate the effects of different 
hydrogen ratios on the combustion and emissions of diesel 
engines. In order to obtain more abundant diesel engine data, 
Rodriguez et al. [18] obtained diesel engine data through 
a computational fluid dynamics model under several pre-
injection patterns. Gupta et al. [19] presented the modelling 
and control of a novel pressure regulation mechanism for the 
common rail fuel injection system of internal combustion 
engines and validated it by using Amesim software. Some 
researchers also used the Amesim software to build a fuel 
injector model and then conducted relevant fault diagnosis 
research based on the model [20]. Therefore, this paper used 
Amesim software to model the fuel system and validate it 
through real experiments. This model was then used to 
simulate the three common faults (single electronic valve 
failure, double electronic valve failure and accumulator 
leakage fault) in the fuel system, so as to provide enough 
fault sample signals for fault diagnosis.

Commonly, the pressure signals in the fuel injection system 
are non-liner, non-stationary and complex and entropy is 
one of the non-stationary dynamics methods which can be 
used effectively in this field [21]. Examples are approximate 
entropy (AE) [22], sample entropy (SE) [23], fuzzy entropy 
(FE) [24] and permutation entropy (PE) [25]. These entropies 
are used to quantify the irregularity of signals on a single 
time scale, but cannot analyse information on multiple time 
scales. In order to overcome this limitation, these entropy 
algorithms are combined with coarse-grained multi-scale 
methods and fine composite multi-scale methods. For 
example, Costa [26] proposed mutiscale entropy (MSE) to 
measure the complexity of time series at different scales. 
Li [27] proposed impoved multiscale entropy to detect train 
axle bearing faults. Wang et al. [28] proposed a novel fault 
diagnosis method based on generalised composite multiscale 
weighted permutation entropy, supervised Isomap, and 
a marine predators algorithm-based support vector machine, 
to extract the sensitive features of rolling bearings and carry 
out fault diagnosis. However, MSE only considers the low 
frequency component of the original sequence and ignores 
the high frequency component. For the time series with 
a rich fault information distribution, MSE cannot meet the 
requirements. In order to extract fault information from 
the high frequency components in the signal, Jiang et al. 
[29] introduced the concept of hierarchical entropy (HE). 
Compared with MSE, HE considers both the low frequency 
components and high frequency components of the signal, 
which can provide more comprehensive and accurate time 
pattern information.

Dispersion entropy (DE) overcomes the shortcomings of 
AE, SE, FE, and PE, with fast calculation speeds, high stability, 
and greatly improved anti-noise ability. The literature [30] 
applied multiscale dispersion entropy (MDE) and refined 
composite multi-scale dispersion entropy (RCMDE) for 
the fault diagnosis of rolling bearings, sliding bearings, 
gearboxes and other rotating machinery, and has achieved 
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good diagnostic results. However, DE only considers the 
absoluteness of the amplitude and does not consider the 
relativity, so it cannot evaluate the fluctuation of the signal. 
Azami et al. [31] proposed fluctuation-based dispersion 
entropy (FDE), which is generalised to multiscale fluctuation-
based dispersion entropy (MFDE) and refined composite 
multi-scale fluctuation dispersion entropy (RCMFDE). FDE 
takes into account the volatility of the time series and is more 
robust to baseline drift. When under the same parameters, 
the calculation speed is faster, due to the reduction of all 
possible dispersion modes [32]. Therefore, the paper presents 
hierarchical multiscale fluctuation-based dispersion entropy 
(HMFDE) as a new fault feature extraction, which combines 
the advantages of HE and MFDE. The feature extracted by 
HMFDE, as the matrix representation of the original signal, 
can evaluate the irregularity of the measured pressure signal 
for each hierarchical layer and at each scale. Compared 
with the existing fault extraction methods, HMFDE has 
the following three main advantages. Firstly, HMFDE can 
extract deeper information in the measured signals, compared 
with HMDE and MFDE. Secondly, the HMFDE method, 
without any dimension reduction process, can avoid the loss 
of structural information. Thirdly, the presented method can 
be more widely applied to the ME diesel engine, compared 
to [33].

The paper investigates the effect of different parameter 
values on the ability of HMFDE to quantify the uncertainty 
of signals; HMFDE is then used to extract the matrix features 
of a fuel injection system. Lastly, a support matrix machine 
(SMM) is used as a classifier to realise fault diagnosis. The 
rest of the paper is organised as follows: Section 2 presents 
the HMFDE method, Section 3 determines the optimal 
parameters of HMFDE, Section 4 illustrates the detailed 
fault identification steps of the fuel injection system of an 
ME diesel engine, Section 5 compares the performance of 
different methods in fuel injection system fault diagnosis 
and the conclusions are presented in Section 6.

HIERARCHICAL MULTISCALE 
FLUCTUATION DISPERSION ENTROPY

In this section, HMFDE is proposed to extract deeper 
information from the signals, as illustrated in Fig. 1. The 
proposed method mainly consists of three phases: HE is used 
to decompose the signal into different layers, MSE is then used 
to decompose every layer at different scales and, finally, FDE 
is used to calculate the entropy of each node. The detailed 
calculation process is described below.

FLUCTUATION DISPERSION ENTROPY

For the given time series   with length 
N, the detailed calculation steps of the FDE algorithm are 
as follows:

Fig.1. HMFDE flow chart

(1) Xi(i=1~N) is mapped to integer classes ranging from 
1 to C by Eq. (1) and (2).

 (1)

 (2)

where u is expectation, σ is variance, c is an integer and R is 
the rounding function.

(2)The time series Zj can be reconstructed according to the 
embedding dimension m and delay parameter d.

, j=1,2,..., N-(m-1)*d (3)

(3) Zj is transformed to a dispersion mode  and
 ,  ,..., .

(4) The probability of each pattern can be calculated by:

  (4)

(5)The FDE can be calculated by: 

(5)
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FDE takes into account the difference between adjacent 
elements of the dispersion mode, i.e. the dispersion mode 
based on fluctuation. In this algorithm, we get a pattern vector 
with dimension m-1, and each element of the pattern vector 
ranges from -c+1 to c-1. Therefore, there are (2c-1)m-1 wave-
based dispersion patterns. When all dispersion patterns have 
equal probability values, the entropy value is the maximum, 
which is ln[(2c-1)m-1]. At this time, the signal is completely 
random.

HIERARCHICAL MULTISCALE DECOMPOSITION

For the given time series X, the hierarchical decomposition 
process is illustrated in Fig. 2. The detailed calculation steps 
are as follows:

Fig. 2. Hierarchical decomposition process

(1) For a signal X with a length N, define an average 
operator Q0 and Q1 using Eq. (6) and (7); Q0 represents the 
low frequency of X and Qz represents the high frequency of X.

 ,  j=0,1,..., 2n-1 (6)

,  j=0,1,..., 2n-1 (7)

(2) In order to describe the hierarchical analysis of the 
signals, the operator (j=0 or 1) at the hierarchical layer k, 
is written as: 

12 2

1 ( 1) 0 0 0 0
2 2

1 ( 1)0 0 0 0
2 2

1 ( 1)0 0 0 0
2 2 n n

j

j
k
j

j

Q (8)

(3) To obtain the hierarchical components Xk,e of each layer 
in the hierarchical decomposition process, the operator k

jQ  is 
used repeatedly. At the same time, define the one-dimensional 
vector [[γ1, γ2,∙∙∙ , γn]  {0, 1}} and integer

 (9)

(4) Based on vector [γ1, γ2,∙∙∙ , γn], the hierarchical component 
of the e-th node of the k-th layer can be calculated by

  (10)

(6) For each , the coarse-gain sequence can be 
calculated by

, (11)

(6) The FDE value of  can be calculated by Eq. (1)-(5) 
and the HMFDE value can be calculated by  

HMFDE( )=  (12) 

PARAMETERS OF HMFDE

According to the concept of HMFDE, there are six key 
parameters which need to be set in advance: the length of the 
time series N, embedding dimension m, category c, delay time 
d, hierarchical layer k and scale factor τ. For the hierarchical 
layer k, if it is too large, it will lead to too few decomposition 
data points and the calculation efficiency will become low. 
If the value of k is too small, the frequency band division of 
the original data will not be detailed enough to fully obtain 
the frequency band information of the data. According to the 
relevant literature, the value of hierarchical layer k is set to 
3, the scale factor is set to 10 and the delay time is set to 1. In 
order to evaluate the influence of the remaining parameters, 
we selected 30 groups white Gaussian noise and 1/f noise as 
the simulation data. By calculating HMFDE for each group 
data, the coefficient of variation (CV), consumption time (CT) 
and Euclidean distance (ED) are used as evaluation indexes 
of HMFDE stability, and the expressions for CV and ED are 
shown in Eq. (13) and (14).

 (13)

 (14)

where H1(i,j) and H2(i,j) denote two different HMFDE values

PARAMETER OF DATA LENGTH N

By using the aforementioned method, the matrix 
characteristics can be extracted and the relevant results are 
presented in Fig. 3. It can be seen that, with the increase 
of scale factor, the HMFDE values tend to decrease, which 
means that the complexity is reduced and is consistent with 
the actual situation. From Table 2, Table 3 and Table 4, we 
can conclude that the data length has little influence on the 
stability of HMFDE. However, with an increase in data length, 
the average time consumed will increase significantly. After 
much consideration, a data length of 2048 was chosen.
Tab. 2. Time consumed with different data lengths

Data length 512 1024 2048 4096

White Gaussian noise 0.0330 0.0824 0.2449 0.8063

1/f noise 0.0320 0.0856 0.2499 0.7743
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Tab. 3. CV value with different data lengths

Data length 512 1024 2048 4096

White Gaussian noise 0.0325 0.0376 0.0232 0.0214

1/f noise 0.0523 0.0568 0.0571 0.0608

Tab. 4. ED value with different data lengths

Data length 512 1024 2048 4096

ED 1.5804 1.4880 1.7922 2.0630

 

(a) White Gaussian noise with 512 points (b) 1/f noise with 512 points

 
(c) White Gaussian noise with 1024 points (d) 1/f noise with 1024 points

 

(e) White Gaussian noise with 2048 points (f) 1/f noise with 2048 points

 
(g) White Gaussian noise with 4096 points (h) 1/f noise with 4096points

Fig. 3. HMFDE value with different data lengths 
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PARAMETER OF EMBEDDING DIMENSION M

If the embedding dimension is too small, the dynamic 
transformation cannot be observed, but if the dimension is 
too large, a small change cannot be observed. The range of 
parameters selected in the research was 2-5. From Fig. 4, we 
can see that, with the increasing embedding dimension, the 
HMFDE value increases, which means that the complexity is 
increasing. From Table 5 to Table 7, the time consumption is 
longer when m is larger than 3; the ED value is at its largest 
when m is 3, and the CV value is basically the same. So, after 
comprehensive consideration, an embedding dimension of 3 
was chosen in the research.

Tab. 5. Time consumed with different embedding (s)

Embedding 2 3 4 5

White Gaussian noise 0.2414 0.2787 0.3987 1.6804

1/f noise 0.2424 0.2574 0.3903 1.6618

Tab. 6. CV value with different embedding

Embedding 2 3 4 5

White Gaussian noise 0.0232 0.0215 0.0198 0.0125

1/f noise 0.0671 0.0670 0.0624 0.0450

Tab. 7. ED value with different embedding

Embedding 2 3 4 5

ED 1.7922 2.9232 2.8303 1.9596

 
(a) White Gaussian noise with m=2 (b) 1/f noise with m=2

 
(c) White Gaussian noise with m=3 (d) 1/f noise with m=3

 

(e) White Gaussian noise with m=4 (f) 1/f noise with m=4
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PARAMETER OF CATEGORY C

The parameter c is used to balance the entropy value and 
signal information loss. If the c value is too small, some 
detailed information may be lost, whereas, if the c value is too 

large, some subtle amplitude differences may lead to different 
classifications. Here, we discuss the influence with c ranging 
from 4-7. Fig. 5, Table 8, Table 9 and Table 10 show that, when 
c is 6, the HMFDE value is more stable and easier to identify. 
So, category c was chosen as 6 in the research.

 
(g) White Gaussian noise with m=5 (h) 1/f noise with m=5

Fig. 4. HMFDE value with different embedding m.

 
(a) White Gaussian noise with c=4 (b) 1/f noise with c=4

 
(c) White Gaussian noise with c=5 (d) 1/f noise with c=5
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Tab. 8. Time consumed with different category (s)

Category 4 5 6 7

White Gaussian noise 0.2456 0.2547 0.2478 0.2560

1/f noise 0.2662 0.2564 0.2494 0.2544

Tab. 9. CV value with different category

Category 4 5 6 7

White Gaussian noise 0.0254 0.0265 0.0215 0.0143

1/f noise 0.0812 0.0704 0.0680 0.0662

Tab. 10. ED value with different category

Category 2 3 4 5

ED 2.9730 2.9553 2.9632 2.9601

EXPERIMENTAL STUDY

The experimental setup was a two-stroke marine diesel 
engine in Shanghai Maritime University, which was 
manufactured by the Diesel Engine Company of MAN 
B&W 6S35ME-B9. The main parameters of the engine are 
listed in Table 11. The fuel injection system of the engine 
mainly consisted of a hydraulic power unit (HPU), a hydraulic 
cylinder unit (HCU) and an engine control system (ECS). 
The HPU mainly comprises a filter and hydraulic pumps; 
its main function being to provide sufficient power for fuel 
injection and exhaust valve action. The HCU mainly consisted 
of a fuel injection valve activation (FIVA), an accumulator, 
a fuel supercharger and an exhaust valve driver; the main 
function of it is to realise the fuel injection and exhaust 

valve action of each cylinder. The ECS is the control core 
of the whole diesel engine, which operates it efficiently and 
continuously. 
Tab. 11. Main technical parameters of the marine diesel engine

Number Parameter Value

1 Number of strokes 2

2 Firing sequence 1-5-3-4-2-6

3 Rated power 3570 kW

4 Rated speed 140 r/min

5 Compression ratio 21

6 Cylinder bore/Stroke 350 mm/1550 mm

7 Connecting rod length 1550 mm

8 Intake mode Supercharging cooling

9 Injection timing After top dead center (TDC) 
2-4°CA

Because it is dangerous and expensive to carry out fault 
testing on a real marine two-stroke diesel engine, Amesim 
software was selected to simulate performance. The details of 
the model can be found in the literature [11-13]. In order to 
show the picture more clearly, only two fuel injectors are shown 
here. Fig. 6 shows two super components being used, instead 
of an axial piston pump. In fact, by using a verified simulation 
model, we can further analyse and understand the performance 
of the fuel injection system, comprehensively. First of all, the 
experiments were carried out on diesel engines with working 
loads of 100% and the tests lasted 150 minutes. As the fuel oil 
consumption was more important to guarantee the working 

 
(e) White Gaussian noise with c=6 (f) 1/f noise with c=6

 

(g) White Gaussian noise with c=7 (h) 1/f noise with c=7

Fig. 5. HMFDE value with different category c
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condition of the whole engine, it was calculated every 30 
minutes; then this parameter was selected as the simulation 
model input boundary. The comparison between the simulation 
and the experimental results is shown in Fig.7. It can be seen 
that the simulation results almost share the same trend as the 
experimental results. The MSE (mean-square error) between 
the simulation and the experimental data is only 1.5103, which 
proves that the established model can accurately predict the 
cyclical fuel injection characteristics of the system.  

In order to validate the effectiveness of the fault diagnosis 
algorithm, three common diesel engine faults were simulated 
on the simulation model, under a 100% working load 
condition (including a stuck solenoid valve, power failure 
of a solenoid valve and leakage from the accumulator). The 

first fault is usually caused by carbon deposition on the valve 
core, which leads to the reduction of the injector needle 
valve lift. Here, the valve core lift was reduced by 20%. 
The second fault is usually caused by the ship’s vibration, 
which will cause the solenoid valve coil to fall off; then the 
corresponding cylinder of the diesel engine misfires. The 
third fault is usually caused by a lack of maintenance on the 
accumulator during long-term operations, which reduces 
the inhibition of the reflected wave in the fuel injection 
process. Here, we set the accumulator pressure to leak from 
20 MPa to 15 MPa. All of these faults affect the pressure 
fluctuation in the common rail pipeline of a diesel engine. 
The simulation results are shown in Fig. 8 but it is difficult 
to recognise the fault types.

Fig. 6. Amesim model of fuel injection system
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Fig. 8. Fuel pressure waveform under different working conditions

EXPERIMENTAL RESULTS AND ANALYSIS

In this section, the fault diagnosis of an ME fuel injection 
system uses HMFDE to extract the matrix form features and 
SMM to realise the classification. The fault diagnosis process 
is shown as below:

Step 1: The measured signals of different fuel injection 
fault patterns are collected by simulation and then 20 samples 
are selected as training data and 30 samples as testing data. 
Therefore, there are 80 groups of training data and 120 groups 
of test data, in total. 

Step 2: The HMFDE approach is presented to extract fault 
features directly from the training and testing samples in 
matrix form. 

Step 3: The fault classification algorithm is introduced to 
build the multiclass SMM, and the HMFDE values of training 
samples are used for training SMM. 

Step 4: The HMFDE values of testing samples are fed into 
the trained SMM-based binary tree to identify fuel injection 
system fault patterns.  

According to the fault diagnosis method, the proposed 
feature extraction approach is utilised to extract fault features 
for each scale and each hierarchical layer from the sample set; 
the corresponding HMFDE values of different fuel injection 
system fault patterns are illustrated in Fig. 9. To increase the 
robustness of classification results, the research randomly 
selects the HMFDE of 80 training samples under four working 
conditions, to train SMM, and the optimum model of SMM 

is estimated. Eventually, the research selects the remaining 
HMFDE of 120 test samples to validate the effectiveness 
of the SMM model and the confusion matrix is shown in 
Fig. 11(a). It can be seen that the accuracy rate reaches 97.5%, 
there is only one misdiagnosed sample for the ‘solenoid valve 
stuck’ working condition and two misdiagnosed samples for 
the ‘solenoid valve power failure’ working condition, while 
other working conditions have been perfectly recognised. 
This is because both situations have a strong influence on 
the fuel injection process and cause an increase in the fuel 
pressure fluctuation of the common rail fuel pipe. When the 
accumulator leaks, it will only affect the duration of the fuel 
injection and it has little effect on the action of the injector 
needle valve. 

Then, the matrix characteristic features of HMFDE are 
vectorised, to verify the validity and rationality of the matrix 
features. In contrast to this, a support vector machine (SVM) 
is used as a classifier to recognise the fault types. Comparison 
tests are conducted eight times and the results are shown in 
Fig.10. As can be seen from this picture, the combination 
of HMFDE and SMM has higher fault diagnosis accuracy, 
with an average of 3 percentage points. This means that the 
matrix formation has richer information in the HMFDE value.
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To further verify the effectiveness of the method, the 
research also selects the existing entropy-based fault diagnosis 
method for comparison, e.g. MFDE, HDE, MDE and so on. 
The detailed parameter settings of these methods are listed in 
Table 12. The comparison test uses the same training data and 
testing data, and each method is carried out five times. The 
average accuracy and time consumed are shown in Table 13. 
The method proposed in this paper has the highest diagnostic 
accuracy, while the time consumed is at a relevant low level. 
Based on the above analysis, it can be verified that HMFDE 
is superior to the existing common information entropy 
method, in expressing the complexity of time series; it also 
verifies the feasibility and superiority of the fuel injection 
system diagnosis method, based on the HMFDE-SMM 
method. The confusion matrix of the six methods is shown 
in Fig. 11. Fault 1 and fault 2 are easily confused, which further 
explains why a fault with the solenoid valve will have an 
impact on diesel engine oil pressure in the common rail pipe. 
However, the influence on pressure varies with the degree of 
solenoid valve failure. In fact, a solenoid valve failure fault will 
further lead to power imbalance, exhaust temperature rise, 
wheelbase wear and other faults in a diesel engine. Therefore, 
the diagnosis technology can effectively improve the diagnosis 
efficiency on the fuel injection system of an ME diesel engine, 
so as to ensure the economic and efficient operation of the 
whole diesel engine.
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Fig. 10. Accuracy of contrast test

Tab. 12. Parameters of different methods

Method Classifier Parameters

HMDE SMM k=3,m=3,c=6,τ=1, scale=10

HPE SVM k=3,m=3,τ=1

MFDE SVM m=3,c=6,τ=1, scale=10

MDE SVM m=3,c=6,τ=1, scale=10

MSE SVM m=3,scale=10, r=0.1

 
(a) Normal working condition (b) ‘Solenoid valve stuck’ condition

 
(c) Solenoid valve power failure  (d) Accumulator leakage condition

Fig. 9. HMFDE value of different working conditions.
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Tab. 13. Comparison of different methods

Methods HMFDE HMDE HPE MDE MFDE MSE

Accuracy 97.5% 95.8% 86.7% 95.8% 96.7% 91.6%

Consuming time(s) 8.5 s 7.9 s 17.7 s 6.6 s 8.2 s 28.3 s

 
(a) HMFDE (b) HMDE

 

(c) HPE (d) MFDE

 

(e) MDE f) MSE

Fig. 11. Confusion matrix of different methods
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CONCLUSION

This paper proposes a novel fault diagnosis method, based 
on hierarchical HMFDE and SMM, for the fuel injection 
system of an ME two-stroke diesel engine and the effectiveness 
of the algorithm is verified by modelling data from the fuel 
injection system. The paper contributes the following.
1. Through experiment and simulation, the simulation model 

of the fuel injection system is established, which provides a 
simple and efficient way for further analysis of the working 
mechanism. 

2. The HMFDE algorithm is proposed, which combines the 
advantages of HSE and MDE. The influence of parameter 
variations on calculation accuracy and efficiency is 
discussed. The method can extract the matrix form features 
and capture more, hidden fault information.

3. The SMM is used as the classifier. Compared with existing 
signal classifiers, which are based on vector-form data, the 
SMM can leverage the inherent structural information of 
fault signals for more accurate multiclass classification.

4. Compared with HMDE, HPE, MDE, MFDE and MSE, 
the HMFDE has the highest classification ability, which 
provides a new way of thinking about the signal complexity 
evaluation method based on entropy parameters. It 
also provides a new method for fault diagnosis in an 
electronically controlled marine two-stroke diesel engine. 

ACKNOWLEDGEMENTS

This work was supported by the Science & Technology 
Commission of Shanghai Municipality and Shanghai 
Engineering Research Center of Ship Intelligent Maintenance 
and Energy Efficiency, under Grant 20DZ2252300. 

DECLARATION OF COMPETING INTERESTS

The authors declare that they have no known competing 
financial interests or personal relationships that could have 
appeared to influence the work reported in this paper. 

REFERENCES

1. A. Alahmer, “Influence of using emulsified diesel fuel on the 
performance and pollutants emitted from diesel engine,” 
Energy Conversion and Management, vol. 73, pp. 361-369, 
2013. doi:10.1016/j.enconman.2013.05.012. 

2. C.W. Mohd, M.M. Noor and R. Mamat, “Biodiesel as 
alternative fuel for marine diesel engine applications: A 
review,” Renewable and Sustainable Energy Reviews, vol. 
94, pp. 127-142, 2018. doi:10.1016/j.rser.2018.05.031. 

3. Z. Korczewski, “Energy and emission quality ranking of 
newly produced low-sulphur marine fuels,” Polish Maritime 
Research, Vol.21, No.3, pp. 77-87, 2022, doi:10.2478/
pomr-2022-0045.

4. J. Blasco, V. Duran-Grados, M. Hampel and J. Moreno, 
“Towards an integrated environmental risk assessment of 
emissions from ships’ propulsion systems,” Environment 
International, vol. 66, pp. 44-47, 2014, doi:10.1016/j.
envint.2014.01.014. 

5. K. Rudzki, P. Gomulka and A.T. Hoang, “Optimization 
model to manage ship fuel consumption and navigation 
time,” Polish Maritime Research, Vol.21, No.3, pp. 141-153, 
2022, doi:10.2478/pomr-2022-0034.

6. J. Kowalski, “An experimental study of emission and 
combustion characteristics of marine diesel engine with 
fuel injector malfunctions,” Polish Maritime Research, 
Vol.21, No.1, pp. 77-84, 2016, doi:10.1515/pomr-2016-0011.

7. L. Liu, X. Chen, D. Liu, J. Du, and W. Li, “Combustion 
phase identification for closed-loop combustion control by 
resonance excitation in marine diesel engines,” Mechanical 
Systems and Signal Processing, vol. 163, pp. 108115, 2022, 
doi:10.1016/j.ymssp.2021.108115.

8. Y. Bai, L. Fan, X. Ma, H. Peng and E. Song, “Effect of 
injector parameters on the injection quantity of common 
rail injection system for diesel engines,” International 
Journal of Automotive Technology, vol. 17, no. 4, pp. 567-
579, 2016, doi:10.1007/s12239-016-0057-2.  

9. V. Knežević, L. Stazić, J. Orović and Z. Pavin, “Optimisation 
of reliability and maintenance plan of the high-pressure 
fuel pump system on marine engine,” Polish Maritime 
Research, Vol.29, No.4, pp. 97-104, 2022, doi:10.2478/
pomr-2022-0047.

10. X. Wang, C. Liu, F. Bi, X. Bi and K. Shao, “Fault diagnosis 
of diesel engine based on adaptive wavelet packets and 
EEMD-fractal dimension,” Mechanical Systems and 
Signal Processing, vol. 47, pp.581-597, 2013, doi:10.1016/j.
ymssp.2013.07.009.  

11. K. Tomi, H. Mika and H. Kalevi, “Analysis of common 
rail pressure signal of dual-fuel large industrial engine for 
identification of injection duration of pilot diesel injectors,” 
Fuel, vol. 216, pp. 1-9, 2018, doi:10.1016/j.fuel.2017.11.152.

12. Y. Yang, A. Ming, Y. Zhang and Y. Zhu, “Discriminative non-
negative matrix factorisation (DNMF) and its application to 
the fault diagnosis of diesel engine. Mechanical Systems and 
Signal Processing”, vol.95, pp.158-171, 2017, doi:10.1016/j.
ymssp.2017.03.026.

13. M. Desbazeille, R.B. Randall, F. Guillet, M. Badaoui and C. 
Hoisnard, “Model-based diagnosis of large diesel engines 
based on angular speed variations of the crankshaft,” 
Mechanical Systems and Signal Processing, vol.24, no.5, 
pp.1529-1541, 2010, doi:10.1016/j.ymssp.2009.12.004.



POLISH MARITIME RESEARCH, No 1/2023 111

14. Y. Liu, J. Zhang and L. Ma, “A fault diagnosis approach 
for diesel engines based on self-adaptive WVD, improved 
FCBF and PECOC-RVM,” Neurocomputing, vol.177, pp. 
600-611, 2016, doi:10.1016/j.neucom.2015.11.074.

15. O. Cherednichenko, S. Serbin, M. Tkach, J. Kowalski and 
D.F. Chen,’Mathematical modelling of marine power plants 
with thermochemical fuel treatment,’ Polish Maritime 
Research, Vol.29, No.3, pp. 99-108, 2022, doi:10.2478/
pomr-2022-0030.

16. R. Varbanets, O. Shumylo, A. Marchenko, D. Minchev, V. 
Kyrnats, V. Zalozh, N. Aleksandrovska, R. Brusnyk and 
K. Volovyk, “Concept of vibroacoustic diagnostics of the 
fuel injection and electronic cylinder lubrication systems of 
marine diesel engines,” Polish Maritime Research, Vol.29, 
No.4, pp. 88-96, 2022, doi:10.2478/pomr-2022-0046.

17. R. Zhao, L.P. Xu, X.W. Su, S.Q. Feng, C.X. Li, Q.M. Tan 
and Z.C. Wang, ‘A numerical and experimental study 
of marine hydrogen-natural gas-diesel tri-fuel engines,’ 
Polish Maritime Research, Vol.27, No.4, pp.80-90, 2020, 
doi:10.2478/pomr-2020-0068.

18. C.G. Rodriguez, M.I. Lamas, J.D. Rodriguez and A. Abbas, 
“Analysis of the Pre-Injection System of a Marine Diesel 
Engine Through Multiple-Criteria Decision-Making and 
Artificial Neural Networks,” Polish Maritime Research, 
Vol. 28, No.4, pp. 88-96, 2021, doi:10.2478/pomr-2021-0051.

19. V.K. Gupta, Z. Zhang and Z. Sun, “Modelling and control 
of a novel pressure regulation mechanism for common rail 
fuel injection systems,” Applied Mathematical Modelling, 
vol. 35, pp. 3473–3483.2011, doi:10.1016/j.apm.2011.01.008.

20. H.P. Wang, D. Zheng and Y. Tian, “High pressure 
common rail injection system modelling and control,” 
ISA Transactions, vol.63, pp.265-273, 2016, doi:10.1016/j.
isatra.2016.03.002.

21. Y. Li, X. Wang, Z. Liu, X. Liang and S. Si, “The entropy 
algorithm and its variants in the fault diagnosis of rotating 
machinery: a review,” IEEE Access, vol. 6, pp.66723–66741, 
2018, doi:10.1109/ACCESS.2018.2873782.

22. X. Gao, X. Yan, P. Gao, X. Gao and S. Zhang, “Automatic 
detection of epileptic seizure based on approximate entropy, 
recurrence quantification analysis and convolutional neural 
networks,” Artificial Intelligence in Medicine, vol. 102, 
101711, 2020, doi:10.1016/j.artmed.2019.101711.

23. J. Zhang, J. Zhang, M. Zhong, J. Zheng and L.Yao, “A GOA-
MSVM based strategy to achieve high fault identification 
accuracy for rotating machinery under different load 
conditions,” Measurement, vol.163, 108067, 2020, 
doi:10.1016/j.measurement.2020.108067.

24. Z. Jinde, C. Junsheng and Y. Yang, “A rolling bearing fault 
diagnosis approach based on LCD and fuzzy entropy,” 
Mechanism and Machine, vol.70, pp. 441–453, 2013, doi: 
10.1016/j.mechmachtheory.2013.08.014.

25. R. Yan, Y. Liu and R.X. Gao, “Permutation entropy: 
a nonlinear statistical measure for status characterization 
of rotary machines,” Mechanical Systems and Signal 
Processing, vol. 29, pp.474–484, 2012, doi:10.1016/j.
ymssp.2011.11.022.

26. M. Costa, A.L. Goldberger and C.K. Peng “Multiscale 
entropy analysis of complex physiologic time series,” 
Physical Review Letters, vol.89, no. 6, pp.705–708, 2002, 
doi:10.1103/PhysRevLett.89.068102.

27. Y. Li, K.E. Feng, X. Liang and M.J. Zuo, “A fault diagnosis 
method for planetary gearboxes under non-stationary 
working conditions using improved VoldKalman filter 
and multi-scale sample entropy,” Journal of Sound and 
Vibration, vol. 439, pp. 271–286, 2019, doi: 10.1016/j.
jsv.2018.09.054.

28. Z. Wang, L. Yao, G. Chen and J. Ding, “Modified multiscale 
weighted permutation entropy and optimized support 
vector machine method for rolling bearing fault diagnosis 
with complex signals,” ISA Transactions, vol. 114, pp. 470-
484, 2021, doi:10.1016/j.isatra.2020.12.054.

29. Y. Jiang, C. K. Peng and Y. Xu, “Hierarchical entropy 
analysis for biological signals,” Journal of Computational 
& Applied Mathematics, vol. 236, pp. 728-742, 2011, doi: 
10.1016/j.cam.2011.06.007.

30. Y.B. Li, X.H. Liang and Y. Wei, “A method based on 
refined composite multi-scale symbolic dynamic entropy 
and ISVM-BT for rotating machinery fault diagnosis,” 
Neurocomputing, vol. 315, pp. 246-260, 2018, doi:10.1016/j.
neucom.2018.07.021.

31. H. Azami and J. Escudero, “Amplitude-and fluctuation-
based dispersion entropy,” Entropy, vol. 20, no.3, 2018, 
doi:10.3390/e20030210.

32. X. Gan, H. Lu and G. Yang, “Fault diagnosis method 
for rolling bearings based on composite multiscale 
fluctuation dispersion entropy,” Entropy, vol. 21, no. 3, 
2019, doi:10.3390/e21030290.

33. Y. Ke, C. Yao, E. Song, Q. Dong and L. Yang, “An early 
fault diagnosis method of common-rail injector based on 
improved CYCBD and hierarchical fluctuation dispersion 
entropy,” Digital Signal Processing, vol. 114, 2021, 
doi:10.1016/j.dsp.2021.103049.



POLISH MARITIME RESEARCH, No 1/2023112

POLISH MARITIME RESEARCH 1 (117) 2023 Vol. 30; pp. 112-120
10.2478/pomr-2023-0011

DEEP LEARNING-BASED FAULT DIAGNOSIS  
FOR MARINE CENTRIFUGAL FAN

Congyue Li   1*
Yihuai Hu   1

Jiawei Jiang   2

Guohua Yan   1

1 Shanghai Maritime University, College of Merchant Marine, Shanghai, China
2 Shanghai Institute of Electronic Information Technology, School of Mechanical and Energy Engineering, Shanghai, China

* Corresponding author: licongyue0126@163.com (Congyue Li)

ABSTRACT

Marine centrifugal fans usually work in harsh environments. Their vibration signals are non-linear. The traditional 
fault diagnosis methods of fans require much calculation and have low operating efficiency. Only shallow fault features 
can be extracted. As a result, the diagnosis accuracy is not high. It is difficult to realize the end-to-end fault diagnosis. 
Combining the Complete Ensemble Empirical Mode Decomposition with Adaptive Noise (CEEMDAN) and lightweight 
neural network, a fault classification method is proposed. First, the CEEMDAN can decompose the vibration signal into 
several intrinsic modal functions (IMF). Then, the original signals can be transformed into 2-D images through pseudo-
colour coding of the IMFs. Finally, they are fed into the lightweight neural network for fault diagnosis. By embedding 
a convolutional block attention module (CBAM), the ability of the network to extract critical feature information 
is improved. The results show that the proposed method can adaptively extract the fault characteristics of a marine 
centrifugal fan. While the model is lightweight, the overall diagnostic accuracy can reach 99.3%. As exploratory basic 
research, this method can provide a reference for intelligent fault diagnosis systems on ships.

Keywords: CEEMDAN; Lightweight neural network; Marine centrifugal fan; Fault diagnosis

INTRODUCTION

Marine centrifugal fans are essential equipment for ships. 
They are mainly responsible for cabin ventilation, the boilers’ 
induced air, ventilation of inert gas systems, etc. Damage to them 
will increase the cost of ship maintenance and affect the safety 
of ship operations. Therefore, conducting condition testing 
and fault diagnosis for the marine centrifugal fan is necessary. 
In the past, this work was accomplished through reactive 
maintenance and time-based maintenance, which depends 
heavily on human cognition and experience [1]. It is difficult 
to meet the development needs of large-scale, intelligent and 
unmanned ships [2].

Traditional machine learning fault diagnosis methods can only 
extract shallow features, and rely heavily on expert experience. 
In addition, they have poor robustness and generalization 
ability when dealing with massive data. With the continuous 
development of technology, deep learning fault diagnosis 
methods are developing rapidly. The convolutional neural 
network (CNN) is the most popular. Xie et al. [3] constructed 
an empirical mode decomposition (EMD)-CNN model, which 
enables the classification of faults in marine blowers. Guan et 
al. [4] combined EMD-sample entropy and a deep confidence 
network to realize rotating machinery fault diagnosis. However, 
EMD has defects, including mode mixing, false mode, and 
endpoint effects [5]. Rafia et al. [6] proposed the model of 
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ensemble EMD (EEMD)‒continuous wavelet transform (CWT)-
CNN, which realized the accurate classification of connecting 
rod bearings. EEMD is an improvement based on EMD. But 
the heavy computing load because of the added noise seriously 
reduces the executive efficiency of EEMD [7]. In [8], the images 
were obtained by short-time Fourier transform (STFT). Then, 
they were fed into the CNN to implement the fault diagnosis 
of bearings. Although using CNN for fault diagnosis improves 
the feature extraction ability and generalization ability, it also 
has some adverse effects. That is, with the increasing depth of 
the model, some current CNN models have problems such as 
a too complex structure, too large scale, and they have difficulty 
converging quickly [9]. In addition, the commonly used time‒
frequency analysis methods have many drawbacks. For example, 
STFT has difficulty in describing the local characteristics of the 
signals and it cannot be applied for the analysis of non-linear 
signals. CWT requires the selection of wavelet basis functions. 
These shortcomings do not apply to the fault diagnosis of marine 
centrifugal fans, however.

The lightweight CNN has been gaining popularity. 
MobileNetV1 [10] uses depth-separable convolution (DSC) 
to reduce model complexity. MobileNetV2 [11] improves the 
feature extraction ability by introducing the idea of a residual. 
ShuffleNetV1 [12] proposed group convolution (GC) and channel 
shuffle (CS), which can reduce the amount of computation. Ma 
et al. [13] designed ShuffleNetV2 based on summarizing four 
criteria affecting the network operation efficiency. Compared 
with the traditional CNN, the above lightweight CNN has 
fewer parameters and more efficient operation. However, when 
there is interference from irrelevant signals, such as noise, the 
performance of the model will be affected.

To address these problems, this paper combines CEEMDAN 
with CBAM-ShuffleNetV2 for fault classification of marine 
centrifugal fans. Referring to [14], the 1-D signals are converted to 
2-D images. The main contributions of this paper are as follows:
(1)  The vibration signal was decomposed by CEEMDAN. This 

can not only solve the problems of modal aliasing and noise 
transfer, but also preserve the main components of signals.

(2)  Through the signal-to-image conversion, time‒frequency 
maps can be obtained. These can describe the global and 
local characteristics of non-linear signals.

(3)  Using the lightweight CNN, which can overcome the 
shortcomings of traditional network models, such as 
complex calculation, low diagnostic accuracy, etc., CBAM 
is introduced to improve the model’s ability to extract critical 
feature information.

BACKGROUND THEORY

CEEMDAN

EEMD and complete EEMD (CEEMD) are improved 
algorithms based on EMD. However, these two improved 
algorithms cannot deal with residual noise, which is not 
conducive to subsequent signal analysis.

Torres et al. [15] proposed CEEMDAN based on EMD and 
EEMD. It improves this problem in two ways: (1) The noise is 
not directly fed into the native signal, but the noise component 
after EMD decomposition is added; (2) After CEEMDAN 
decomposes the signal to obtain the first IMF, the overall 
average is performed. CEEMDAN not only reduces the amount 
of computation but also improves the signal decomposition 
accuracy. The CEEMDAN decomposition steps are as follows:

After adding the signal x(t) with white noise, it can be 
expressed as:

x(t) + (–1)q ευi(t)      (1)

where q is equal to 1 or 2.
C1

j is the first-order IMF obtained from the EMD 
decomposition of the new signal. It can be obtained as:

E[x(t) + ευi(t)] = C1
j + rj    (2)

The obtained IMF components are then averaged. This can 
be obtained as:

C1(t)  = 1 N

j=1N Σ C1
j (t)     (3)

where N denotes the number of IMFs.
The first residual is denoted as:

r1(t) = x(t) – C1(t)      (4)

The same white noise is added to r1(t) to produce a new 
signal, which is decomposed by EMD. The obtained IMF 
components are then averaged. This can be obtained as:

C2(t) = 1 N

j=1N Σ D1
j (t)     (5)

where D1
j denotes the first IMF, and N denotes the number of 

IMFs.
The second residual is denoted as:

r2(t) = r1(t) – C2(t)      (6)

These steps are repeated until EMD cannot decompose the 
signal further. The original signal is decomposed into:

x(t) = 
K

k=1
Σ Ck(t) + rk(t)     (7)

where K is a positive integer.

GC AND CS

Standard convolution performs repeated convolution 
operations on the information of each channel of the input 
feature map. Assume that the convolution kernel size is D×D and 
the input feature channels are W. The number of convolution 
kernels is B. The number of standard convolution parameters is:
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Q = D × D × W × B     (8)

GC is different from standard convolution. It first groups 
the input feature channels and convolution kernels and then 
convolves the operation. Fig. 1 shows the GC process. The 
number of GC parameters is:

Q = D × D × G
W  × B     (9)

where G is the number of groups.

Fig. 1. The GC process

The number of parameters for GC is smaller. Krizhevsky et al. 
[16] pointed out that GC prevents overfitting and facilitates 
regularization. GC reduces the amount of computation. But 
the groups are independent of each other and there is no 
intermingling of information. By introducing CS, information 
blending between groups can be realized. Fig. 2 shows the CS 
process.

Fig. 2. The CS process

DSC

For standard convolution, each convolution kernel performs 
a convolution operation on all channels of the input. Unlike 
standard convolution, DSC is divided into depthwise convolution 
(DWC) and pointwise convolution (PWC) operations. DWC 
means that each convolution kernel handles only one channel 
of input. PWC is a 1×1 unit convolution. Fig. 3 shows the DSC 
process.

Fig. 3. The DSC process

SHUFFLENETV2 UNIT

Fig. 4 shows the ShuffleNetV2 basic units. In Unit 1, the input 
channels are divided equally. The left half does not perform any 
operations. The right half contains two 1×1 convolutions and 
one DWC. Then, the two branches are cascaded together. Finally, 
the CS operation is carried out to ensure the full integration of 
feature information. Unit 2 is the down-sampling module. Both 
branches perform a 3×3 deep convolution with step size 2. The 
length and width are reduced by half, and the output channels 
are doubled.

Fig. 4. Two basic units of ShuffleNetV2

CBAM

Woo et al. [17] proposed the CBAM. In contrast to SENet 
[18], CBAM focuses not only on the importance of each channel 
feature but also on the importance of the local features of each 
channel. Fig. 5 shows the CBAM structure, which is a simple 
one. It can be easily embedded in the CNN while remaining 
lightweight. It mainly includes the channel attention mechanism 
(CAM) and spatial attention mechanism (SAM). Their structures 
are shown in Fig. 6 and 7. The CAM performs average pooling 
and maximum pooling on the input feature maps. It yields two 
C×1×1 features, which are fed into a multiple layer perceptron 
(MLP). Then the element-by-element summation is performed. 
The activation function Sigmoid is used to obtain the weight 
coefficient Mc, which is multiplied by Fc. The output of CAM is 
used as the input of SAM. After SAM, the spatial output features 
are obtained, which are multiplied by the CAM output. The 
final output is obtained.
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Fig. 8. Architecture of CBAM-ShuffleNet unit

EXPERIMENTAL ANALYSIS  
AND DISCUSSION

FAULT DIAGNOSIS PROCESS

The fault diagnosis process consists of four main stages: 
signal acquisition, image conversion, defining the lightweight 
CNN, and fault classification. Fig. 9 shows the fault diagnosis 
process. The detailed steps are as follows:
Step 1:  Vibration signals of different health states are collected.
Step 2:  CEEMDAN decomposes the vibration signal to get 

several IMF components, which are arranged in order 
from low to high frequency. The time‒frequency matrix 
can be obtained, and the pseudo-colour coding is used 
to get the 2-D colour time‒frequency maps.

Fig. 5. The structure of CBAM

Fig. 6. The structure of CAM

Fig. 7. The structure of SAM

THEORETICAL MODEL

Among the above two units of ShuffleNetV2, the more efficient 
Unit 1 is adopted. The CBAM is embedded in ShuffleNetV2. 
Fig. 8 is the CBAM-ShuffleNet unit. This module retains the 
maximum amount of light weight in the basic unit. This can 
enhance the extraction of crucial information and suppress 
irrelevant information, such as redundancy and noise.

Fig. 9. Fault diagnosis process
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Step 3:  The data sets are divided into training and testing sets. 
Then, the training sets are fed into the network for 
training.

Step 4:  The testing sets are fed into the lightweight CNN for 
adaptive fault feature extraction and classification.

DATA PRE-PROCESSING

The experimental marine centrifugal fan is driven by 
a three-phase asynchronous motor. An ICP vibration detector 
developed by Beijing East Vibration and Noise Technology 
Institute is adopted. The vibration sensor uses a magnetic 
suction sensor with a sensitivity of 10.20 mV/g and a bias voltage 
of 12.40 V. The sampling time is one second. The sampling 
frequency is 1652 Hz. Seven modes are set: normal, motor 
short circuit, fan blocking, loose bolts, impeller unbalanced, 
loose bolts and impeller unbalanced compound failure, and fan 
and motor coupling misalignment. The working conditions are 
numbered sequentially from A to G. 1200 groups of samples 
are collected for each working condition. 800 groups of samples 
are randomly selected for each working condition as training 
samples, and the rest are testing samples. The motor of the 
fan has a rated voltage of 380 V, rated current of 4.6 A, rated 
power of 1.1 kW, rated frequency of 50 Hz, and rated speed of  
1400 r/min. Normal and short circuit faults are taken as examples 
for spectrum analysis. The 0~250 Hz spectrum amplification 
diagrams are shown in Fig. 10. The rotation frequency is 23.3 Hz 
(fb). Under normal conditions, the vibration is mainly based 
on the fundamental frequency (23.3 Hz). The amplitude is 
small at the multiplier and rated frequency. The signal shock 
phenomenon is not obvious. When the motor is short-circuited, 
the magnetic field is distorted and the original magnetic field 
balance is destroyed. The vibration amplitude varies significantly 
at the fundamental frequency, multiplier frequency, and rated 
frequency. The amplitude is up to 0.137 m/s2. It is a three-
phase asynchronous motor with 2 pairs of poles. So, at triple 
and quadruple rotation frequencies, the amplitude changes 
significantly. The maximum deviation of the extracted fault 
characteristic frequency is 0.7 Hz. Fault characteristics are very 
obvious. This method is also applicable to other fault analysis 
of the centrifugal fan.

Fig. 10. The time domain waveforms for each operating condition

The original signals are decomposed by CEEMDAN. Fig. 11 
provides the decomposition results of the first three working 
conditions. It can be seen that the decomposition process does 
not produce modal mixing and eliminates the interference of 
redundant information.

Fig. 11. Decomposition results for the first three working conditions

The time‒frequency matrix can be obtained by CEEMDAN 
decomposition, and 2-D maps can be obtained by signal-to-
image conversion. Fig. 12 shows the colour time‒frequency 
maps for each working condition. Under normal conditions, the 
signal energy is essentially uniformly distributed in the time-
scale plane. The analysis continues with the example of the short 
circuit fault. There is obvious periodic shock energy at 0~100 Hz 
and 400~500 Hz. The distribution of energy has a certain 
time interval. For example, there are some significant signal 
components occur at 0.0702 s, 0.1033 s, 0.1338 s, and 0.1608 s. 
The time interval is about 0.0318 s. Between the two energy 
peaks, there are two energy-low parts. That is, the energy change 
time interval is 0.0106 s. The frequency is about 94.3 Hz, which 
is close to the motor short-circuit fault frequency (93.929 Hz). 
The 2-D maps retain the fault characteristic information very 
well. There are significant differences in the energy distribution 
characteristics among the faults, i.e., their energy intensity and 
energy fluctuation time are significantly different. They fully 
demonstrate the time‒frequency variation characteristics of the 
fault, facilitating subsequent feature extraction.

Fig. 12. 2-D time-frequency maps

MODEL TESTING AND FINE-TUNING

The deep learning is configured as comprising an AMD 
Ryzen 7 5800H CPU@3.2GHz, NVIDIA GeForce RTX 3060 
Laptop GPU, and win11 operating system. The number of 
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CBAM-ShuffleNet units can affect the network performance. 
We use a five-fold cross-validation method to compare. The 
number of CBAM-ShuffleNet units is taken as 2, 3, 4, and 5, 
respectively. Noise with a signal-to-noise ratio (SNR) of -10dB 
is fed to the native signal. Table 1 shows the diagnostic accuracy 
for different numbers of units. Floating points of operations 
(FLOPs) are used to measure the network complexity. The larger 
the number of FLOPs, the more complex the network. With 
the increasing number of units, the numbers of parameters 
and FLOPs increase significantly, which makes the model less 
efficient. Although the efficiency of 3 units is slightly lower than 
that of 2 units, the highest diagnostic accuracy is achieved with 3 
units. Therefore, the number of units selected is 3.

Tab. 1. Comparison of results of different numbers of units

Number 
of units FLOPs/105 Number of 

parameters/105
Training 

time/s Accuracy/%

2 0.65 0.32 1542 75.8

3 1.68 0.83 2285 88.7

4 8.39 4.18 3671 85.7

5 30.65 15.36 6087 85.4

Adam optimization parameters are used to update the 
network parameters. They are not only good at handling sparse 
gradients but can also handle non-smooth targets. First-order 
and second-order moment estimation preserve the adaptive 
learning rate for each parameter adaptation. After each iteration, 
the learning rate updates the interval, reducing the range of 
parameter fluctuations, speeding up convergence, and running 
efficiently. The starting parameters are shown in Table 2. The 
model computation is further reduced by global average pooling 
(GAP). The dropout layer can alleviate overfitting. Softmax is 
used for fault classification. Table 3 shows the optimal network 
parameters.

Tab. 2. Starting parameters

Name of parameter Value

InitialLearnRate 0.001

LearnRateDropPeriod 10

LearnRateDropFactor 0.05

L2Regularization 0.004

MaxEpochs 20

MiniBatchSize 50

RESEARCH RESULTS

The training cycle is 20 rounds in total, the number of 
iterations in each round is 98, and the maximum number of 
iterations is 1960. Fig. 13 shows the diagnostic accuracy and 
the loss function images. The loss function gradually decreases 
until it tends to stabilize. At the same time, the accuracy of 
the training sets gradually increases and finally reaches 100%. 
This shows that this method is stable and converges quickly. 
The accuracy of the test sets can reach 100%. This network has 

no overfitting. The training time is about 56 seconds, and the 
testing time is about 18 seconds. It responds quickly.

Fig. 13. Accuracy and loss function images

Fig. 14. The confusion matrix of the testing set
To reflect the diagnostic accuracy of the network model for 

different working conditions, Fig. 14 is the confusion matrix of 
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Structure 
 name Parameter values Output

1 Input Layer 224×224 224×224

2 Standard 
convolution layer 24@3×3×3; stride=2 112××112

3 CBAM-
ShuffleNet unit 1

Con (64@1×1×3; stride=1)
DWC (64@3×3×3; stride=1)
Con (64@1×1×3; stride=1)

56×56

4 CBAM-
ShuffleNet unit 2

Con (64@1×1×3; stride=1)
DWC (64@3×3×3; stride=1)
Con (64@1×1×3; stride=1)

28×28

5 AVG pool 3×3; stride=2 16×16

6 CBAM-
ShuffleNet unit 3

Con (128@1×1×3; stride=1)
DWC (128@3×3×3; stride=1)
Con (128@1×1×3; stride=1)

8×8

7 GAP – 1×1

8 Dropout 0.5 –

9 FC – 1×1×7

10 Softmax – 1×1×7

Tab. 3. Network Parameters
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the testing sets. Green indicates the correct classification, and red 
means the opposite. The network model is slightly less sensitive 
to working conditions A, C, and D. But the diagnostic accuracy 
of the other working conditions can reach 100%. The validity 
of this method is verified based on the test sets.

T-SNE [19] can map high-dimensional nonlinear data into 
2-D space. Based on this, the learning process within the network 
is visualized by T-SNE. Fig. 15 shows the learning process. 
At the input layer, different fault characteristic information 
intersects each other and it is not easy to separate them. After 
the first layer of convolution, there is a trend of clustering the 
feature information of the same working condition. With the 
deepening of the network model, it is possible to distinguish 
clearly between different working conditions. It follows that the 
proposed method can classify effectively.

Fig. 15. Visualization results: (a) input layer; (b) convolution layer 1;  
(c) unit 1; (d) unit 2; (e) unit 3; (f) FC

COMPARISON OF OTHER MODELS

Further, the proposed method is compared with ShuffleNetV1/
V2, MobileNetV2, and ResNet [20]. Noise with SNR of -20dB, 
-15dB, -10dB, and -5dB is added to the original signal, respectively. 
Then these samples are fed into the different network models 
for fault classification. Table 4 shows the comparison of the 
other methods. There is no significant change in the number of 
parameters and FLOPs, but the running time fluctuates slightly. 
MobileNetV2 has the simplest structure, so it has the highest 
efficiency. ShuffleNetV2 is more efficient than V1 because 
V2 removes fragmentation and element-by-element addition 
operations. The proposed method had slightly more FLOPs 
than ShuffleNetV2/V1 due to the embedding of CBAM in the 
model. But, the structure of CBAM has less impact on the model. 
The ResNet network model is deeper, so there are more FLOPs, 
resulting in the lowest operational efficiency.

Fig. 16 shows the diagnostic accuracy and average recall 
of different models. With the noise intensity decreasing, the 
classification accuracy and recall rate of the different network 
models gradually increased. Through comparative analysis, 
the proposed method has strong robustness while ensuring 
the model’s light weight.

Tab. 4. Comparison of different methods
SNR/

dB Network model FLOPs/105 Number of 
parameters/105

Training 
time/s

-20

ResNet 50.27 25.07 11826

ShuffleNetV1 1.38 0.68 6143

ShuffleNetV2 1.52 0.76 2183

MobileNetV2 1.41 0.57 2076

The proposed 
method 1.68 0.83 2253

-15

ResNet 50.27 25.07 11843

ShuffleNetV1 1.38 0.68 6128

ShuffleNetV2 1.52 0.76 2164

MobileNetV2 1.41 0.57 2018

The proposed 
method 1.68 0.83 2241

-10

ResNet 50.27 25.07 11864

ShuffleNetV1 1.38 0.68 6139

ShuffleNetV2 1.52 0.76 2151

MobileNetV2 1.41 0.57 2031

The proposed 
method 1.68 0.83 2285

-5

ResNet 50.27 25.07 11907

ShuffleNetV1 1.38 0.68 6157

ShuffleNetV2 1.52 0.76 2162

MobileNetV2 1.41 0.57 2043

The proposed 
method 1.68 0.83 2261

O
ri

gi
na

l s
ig

na
l

ResNet 50.27 25.07 11816

ShuffleNetV1 1.38 0.68 6121

ShuffleNetV2 1.52 0.76 2155

MobileNetV2 1.41 0.57 2037

The proposed 
method 1.68 0.83 2273

Fig. 16. Comparison chart of diagnostic accuracy and average recall rate
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CONCLUSION

This paper proposes and validates a  fault classification 
method for a marine centrifugal fan based on a combination 
of signal-to-image conversion and lightweight CNN. The main 
conclusions are as follows:
(1)  CEEMDAN is used to decompose the original signal. The 

problems of mode aliasing and complex calculation are 
overcome effectively, which benefits the subsequent signal 
analysis.

(2)  The 1-D signals are transformed into 2-D images through 
signal-to-image conversion. They can show the invisible 
information of the original signal, such as texture 
characteristics and energy distribution. In this way, the 
marine centrifugal fan’s failure can be reflected.

(3)  Lightweight CNN is used for fault adaptive extraction, 
which reduces the complexity of the mode and improves the 
operation efficiency. It can realize end-to-end fault diagnosis. 
The overall diagnosis accuracy can reach 99.3%. Compared 
with other models, this model has a high diagnostic accuracy 
while maintaining light weight. In addition, the model has 
good noise immunity.

As exploratory basic research, this method can provide 
a reference for the fault diagnosis of other equipment in the 
cabin and also for the research of intelligent fault diagnosis 
systems of ships. It should be noted that multiple compound 
faults may exist in marine centrifugal fans. In future research 
work, the diversity of the data set should be further improved. 
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ABSTRACT

This paper presents a study of a viscous torsional vibration damper for a crankshaft of a four-stroke diesel engine. The 
reliable operation of a widely used silicone-type viscous damper depends on the ability of the silicone oil to absorb the 
energy of torsional vibrations. The non-Newtonian shear flow of the silicone oil interlayer, characterised by a reduction 
in the shear-rate-dependent viscosity and a moment of the drag forces, negatively affects damping characteristics. 
A torsional vibration damper, filled with a shear-thickening fluid, was considered and a rheological approach, based 
on viscosity growth with the shear rate increase, was applied. For such a damper, larger velocity gradients correspond to 
the higher values of a viscous force, which decreases torsional vibration. The parameter of damper effectiveness (defined 
by the fluid flow index, values of the damper gaps, torsional vibration amplitude and frequency) was implemented. It 
has been established that the efficiency of the torsional vibration damper filled with a dilatant fluid does not depend on 
the damper dimensions and gaps and significantly increases when a shear-thickening fluid is used instead of silicone 
oil or a Newtonian fluid. At higher values of the flow index, when the non-Newtonian flow becomes distinct, torsional 
vibrations are damped more effectively. Critical vibration amplitudes at high-velocity gradients, in turn, increase the 
damping effect as the moment of the drag forces and flow index are power-law related.

Keywords: r torsional vibration damper, dilatant fluid, non-Newtonian flow, flow index, parameter of effectiveness

INTRODUCTION

The current trend of increasing power output in internal 
combustion engines has lead to the significant influence of 
dynamic loads on the engines’ main elements. Shafting is one 
of the most stressful components, where energy is mainly 
concentrated. Shaft axial, torsional and bending vibrations 
may be excited by forces and moments that cause the rotational 
motion of the shaft. The main goal of shaft vibration control is 
to ensure the reliability of diesel engines at different operating 
modes. Significant amplitudes of torsional vibrations affect the 

operational life of the shafting elements, such as the crankshaft, 
gear train, clutch elastic elements and shaft joints [1,  2]. 
A considerable number of modern diesel engines are equipped 
with damping mechanisms that reduce the negative effect of 
high-amplitude torsional vibrations. The common feature of 
all existing types of dampers is a frictional element, located 
between the inertia ring and the housing, which absorbs part 
of the vibrational energy.

Because of their simplistic construction, viscous torsional 
vibration dampers are frequently installed at the free end of 
marine four-stroke diesel engines used as prime movers of 
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diesel generators. These dampers effectively decrease torsional 
vibrations, although they are ineffective in powerful diesel 
engines, where other types of dampers are used [3]. A damper 
consists of a balanced freely rotating inertia ring inserted into 
the balanced outer housing [4]. The gap between the housing 
and the ring is filled with a viscous fluid. Oxygen-containing 
high-molecular organic-silicon compounds are widespread 
damping media [5], due to the high values of their viscosity 
and viscosity index [6], as well as their satisfactory lubricity 
[7]. When the damper housing rotates and executes torsional 
vibrations together with the engine crankshaft, the inertia ring 
due to the viscous friction in the silicone oil is drawn into 
co-rotation and torsional vibrations together with the damper 
housing. The large secondary mass – the inertia ring – tends to 
mechanically maintain the ultimate angular velocity. Relative 
motion between the inertia ring and the housing occurs as 
a result of their periodic rotational motion and the moment 
of viscous friction appears. This leads to the dissipation of part 
of the vibrational energy in a thin interlayer of a viscous fluid, 
leading to the torsional vibration amplitude contraction.

In the simplest case [8], it is assumed that the resulting 
frictional force Ffr (N), acting on a surface element dS (m2) is 
proportional to the applied velocity gradient dv/dz (s–1) 

dFfr = –η dv
dz  dS ,      (1)

where the coefficient of proportionality η (Pa·s) is the coefficient 
of the dynamic viscosity. Fluids that obey this law are called 
Newtonian fluids. In theoretical research, approximations are 
limited by the constant value of the dynamic viscosity.

The analysis of a silicone-type damper was conducted by 
the authors in [9]. Their approach was based on the reduction 
of the shear-rate-dependent viscosity of the silicone oil in bulk 
[6] and structurally inhomogeneous micron interlayers of 
lubricating fluids [10, 11]. It has been shown that, in contrast 
to Newtonian fluids, the moment of the drag forces decreases 
when the velocity gradient increases. This, along with the fact 
that the viscosity of the silicone oil lowers within the damper’s 
performance life [3], leads to the reduction of silicone-type 
damper efficiency [12] at the most dangerous high amplitudes 
of torsional vibrations. 

PROBLEM STATEMENT

The purpose of this paper is to analyse the effectiveness 
of a torsional vibration damper, filled with a dilatant fluid, 
whose viscosity grows when the velocity gradient between the 
housing and the inertia ring increases. To the best of the authors’ 
knowledge, research on the utilisation of shear-thickening 
fluids for vibration problems has only been conducted for civil 
engineering applications [13, 14].

The rheology of non-Newtonian fluids can be described by 
the nonlinear equation [8]:

dFfr = Kn ( dv
dz  )n dS ,     (2)

where Kn is the consistency coefficient (kg m–1sn–2) that depends 
on the dimensionless flow index n.

The coefficient Kn can be constant within a certain range 
of the velocity gradients and is known as apparent viscosity. 
The deviation from Newtonian viscosity is characterised by 
the flow index n ≠ 1. Dilatant fluids are characterised by an 
increase in viscosity when shear stress is set up. The flow index  
corresponds to n > 1. Most suspensions with high solid particle 
contents are examples of dilatant fluids [15]. For a damper 
filled with a dilatant fluid, the higher the value of the applied 
velocity gradient, the larger the viscous force that will decrease 
the torsional vibrations of high amplitudes.

CALCULATION OF THE EFFECTIVENESS 
PARAMETER OF THE DILATANT-FLUID 

TORSIONAL VIBRATION DAMPER
When a crankshaft rotates, the moment of forces M (Nm) 

is given by [16]

M = I · ωmax–ωmin
t  ,      (3)

where I (kg · m2) is the reduced moment of inertia of the shaft,  
ωmin and ωmax (rad/s) are the respective minimum and maximum 
angular velocities of the shaft over a period, and t is the time (s).

Excess work W (J) spent on increasing the kinetic energy 
ΔEk(J) of rotating masses is

W = ΔEk = I · ω2
max–ω2

min
2  = I · (ωmax– ωmin)ωmean (4)

where ωmean = (ωmax+ωmin)/2 is the mean angular velocity (rad/s) 
of the shaft at the steady state conditions.

The kinetic energy created is converted into heat that is 
transferred to the environment and causes the heating of the 
viscous fluid and the damper. This continues until the temperature 
of the damper reaches the so-called saturation temperature [3], 
beyond which the overheated damper may seize up.

The internal moment of resistance Mel (Nm) in the shaft 
twisted through an angle φ is given by [16]

Mel = – GIp

l  φ ,       (5)

where Ip (m4) is the polar second moment of area, G (Pa) is the 
modulus of rigidity, l (m) is the length of the shaft, φ (rad) is 
an angle of twist.

At equilibrium, when the shaft is twisted through an angle φ:

|Mel| = M.        (6)

Substituting Eq. (3) into Eq. (4), taking Eq. (6) into account, 
gives

W = Mtωmean = Mφ = ΔUel ,    (7)

where ΔUel (J) is the increase in elastic strain energy stored in 
the twisted shaft.



POLISH MARITIME RESEARCH, No 1/2023 123

The torsional vibration damper partially absorbs vibrational 
energy due to heat dissipation Q (J) as a result of the work of 
viscous friction forces:

Wviscous = Q = ∫Mviscousdφ = <Mviscous> φ.  (8)

Following Eq. (8), the greater the moment of viscous forces  
Mviscous in the damper, the more effective it is because an increase 
in a moment Mviscous leads to a decrease in the angle of twist  
φ which can be considered as one of the criteria of damper 
effectiveness. 

When the damper housing rotates together with the crankshaft, 
the inertia ring co-rotates around the housing with the same 
angular velocity, due to the viscous friction. If the rotational 
speed of the shaft changes, as long as the moment of inertia forces 
acting on the secondary mass is less than the moment of viscous 
friction, the housing and the ring rotate as a single whole. At high 
vibration amplitudes, as soon as the moment of inertia force 
becomes larger than the moment of viscous friction, the inertia 
ring turns relative to the housing. Such motion in the secondary 
mass is repeated with the frequency of torsional vibrations. 

The moment of viscous friction, generated when a fluid 
flows through a precision shear gap between the inertia ring 
and the housing, creates damping drag. It should be noted that 
the viscous friction force for dilatant fluids at low shear rates 
is lower compared to Newtonian fluids and, as a result, the 
secondary mass starts to move at lower values of inertia force, 
i.e. at lower amplitudes of the torsional vibrations. However, the 
viscous friction force rises sharply when the torsional vibration 
amplitude (the velocity gradient) increases. Hence, it is expected 
that the viscous damper, filled with a dilatant fluid, should 
dampen the vibrations more effectively than dampers filled 
with silicone oil or a Newtonian fluid. 

The assessment of the contribution of dilatant fluids to the 
effectiveness of the damper is presented below. The inertia 
ring 2 (Fig. 1), has the form of a ring of width L, and an inner 
r and outer R radii relative to the shaft axis, positioned inside 
the outer housing 1. Between the inner, outer and end surfaces 
of the inertia ring and the housing, there are small gaps hi filled 
with a dilatant fluid.

The moment M (Nm) of the drag forces, arising in the 
damper as a result of torsional vibrations, is given by [17]:

M = ∫ρdFfr = ∫
s

.
ρKn · (dv

dz )n
dS ,    (9)

where integration is carried out over the surface elements dS 
which are at a distance ρ from the axis of rotation. 

A change in the shaft angle of twist φ (rad) can be expressed 
as a sinusoidal oscillation

φ = φ0 sin ωt ,
and the velocity gradient is defined as 

dv
dz  ≈ ρdφ

dz  = ρφ0ω
h  cos ωt ,    (10)

where φ0 is the amplitude of the torsional vibrations.
Since gaps hi between the surfaces of the housing and the 

ring are very narrow, compared to the damper dimensions, 
a change of dz for hi is carried out in Eq. (10).

Eq. (9) takes Eq. (10) into account to give

Mn(t) = Kn|cosn ωt| · ∫
s

.
ρ · ( ρφ0ω

h )n
 · dS .  (11)

The absolute value of the harmonic function is considered in 
Eq. (11), as drag appears at negative and positive function values.

In a conventional damper design, there are two cylindrical 
surfaces between the ring and the housing, including the 
lower SL, upper SU and two side surfaces SS. Their elements are 
determined as follows:

dSL=2π · r · dL , dSU=2π · R · dL , dSS=4π · ρ · dρ .
 (12)

The gaps hi (Fig. 1) between the inertia ring and the damper 
housing are different [18]:
h1 is the upper diameter clearance;
h2 is the lower diameter clearance;
h3 is the axial end clearance.

Calculation of the drag forces moment, taking into account 
Eq. (12), leads to

Mn(t) = Kn|cosn ωt| · f (n),    (13)

where
f (n)= (φ0ω

h1
)n

· 2π · L · Rn+2+ (φ0ω
h2

)n
· 2π · L · rn+2+

(φ0ω
h3

)n
· 4π · Rn+3– rn+3

n + 3  .
  (14)

Time averaging over a period gives

<|cosn ωt|> = 1
2π ∫

0

2π

|cosn φ|dφ .  (15)

The ratio of the drag force moments that dilatant (n≠1) and 
Newtonian (n=1) fluids create will be of the form

<Mn(t)>
<M1(t)>  = C f(n)<|cosn ωt|>

f(1)<|cos ωt|>  ;  (16)

Fig. 1. The viscous damper: 1 – housing; 2 – inertia ring; 3 – shaft axis; 
 – inner radius of the inertia ring;  – outer radius of the inertia ring
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depends on the apparent viscosity, frequency and amplitude 
of oscillations, has been introduced. Calculations have shown 
that it is expected that the operational reliability of the torsional 
vibration damper (filled with a dilatant fluid and regardless of 
the gaps and dimensions) will significantly grow, compared to 
the equivalent damper filled with silicone oil or a Newtonian 
fluid. Torsional vibrations will be dampened more effectively 
when the flow index increases by n>1 and the non-Newtonian 
flow becomes distinct. However, it is expected that high values of 
the flow index n will result in a decrease in damper effectiveness 
due to the large viscous friction forces, which will prevent the 
relative motion of the housing and the inertia ring. Critical 
vibration amplitudes appearing at the high-velocity gradients 
result in a significant increase in the damping effect, as the 
moment of the drag forces and the flow index are power-law 
related: M~(φ0)n. 

The conducted theoretical research requires experimental 
verification using different dilatant fluids as operating media 
of viscous dampers. Along with the experimental assessment 
of damper effectiveness, the lubricating properties and thermal 
stability of the dilatant fluids also need to be investigated. 
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CONCLUSION

The presented theoretical research on the increase of the 
effectiveness of the torsional vibration dampers has been 
conducted for shear-thickening fluids whose viscosity grows 
with the velocity gradient. For this purpose, the effectiveness 
parameter, characterised by the moment of viscous forces that 
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ABSTRACT

The development of IoT (the Internet of Things) wireless transmission opens a new era in communication systems. 
In the next years, the development and implementation of IoT systems will be very dynamic. It can be seen that the 
solutions of LTE – NB-IoT (Long Term Evolution – Narrowband IoT) transmission devices are implemented in a wide 
range of terrestrial solutions, e.g. smart grids. This paper aims to analyse the possibility of the use of NB-IoT technology 
for maritime communication applications and partially, for some maritime safety solutions, based on signal coverage 
analysis at sea. An interesting approach is the comparison of the results of NB-IoT coverage to the classic cellular LTE-
based communication systems. Proposed solutions are based on the practical implementation of a designed specialised 
data concentrator with implemented gateway and radio modems, for both NB-IoT technology as well as LTE. In the 
paper, analyses of radio link budget and propagation loss models for sea environment are presented. The coverage 
analysis is based on real measurements of the efficiency of transmissions using wireless modems implemented in the 
developed data concentrator.

Keywords: NB-IoT maritime solutions, NB-IoT coverage at sea, NB-IoT performance, sea propagation loss, CE2R, CE3R

INTRODUCTION

Solutions for maritime radio communications systems are 
currently limited by the coverage of available technologies and 
do not always keep up with the development of technologies 
commonly available for civil-public applications. Evolutionary 
changes in cellular systems (e.g. from 4G to 5G) are currently 
associated with the high pace of development of the M2M 
(Machine-to-Machine) communication techniques within the 
Internet of Things (IoT). These techniques (also called Machine-
Type Communications – MTC) are currently perceived to be 
a group of solutions that can be used to an increasing extent, 
including solutions related to maritime communications 
(e.g. autonomous and controlled communications between 

ships, persons, rafts and others), terrestrial stations in critical 
situations, and some maritime safety applications. It can be 
used as additional technology when searching for persons at 
sea. Additionally, it is possible to adapt the transmission of 
speech signals, but this would require changing standard marine 
applications. 

This paper aims to analyse the possibility of using NB-IoT 
(Narrowband IoT) technology for maritime communication 
applications, based on signals coverage analysis at sea. The 
purpose of this article is not to demonstrate the superiority of 
NB-IoT over other solutions specifically dedicated to maritime 
safety applications, such as AIS/VDES (Automatic Identification 
system/VHF Data Exchange System). However, this solution 
can be perceived as a potentially additional solution, e.g. for 
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small sea vessels, as well as for other sensor solutions. IoT is 
also starting to be incorporated into wind energy systems [1, 2]. 
As wind farms are very often situated in the sea, there is a need 
to analyse the limits of the application of dedicated wireless 
solutions, e.g. NB-IoT. 

This is all the more interesting as IoT transmissions can be 
narrowband, which guarantees favourable conditions for signal 
transmission over a large distance. Nowadays, IoT transmission 
is one of the most important development trends in wireless 
technology. It can be developed for specific solutions, required 
for different operating conditions, such as AMI (Advanced 
Metering Infrastructure), SCADA (Supervisory Control and 
Data Acquisition), HAN (Home Area Networks) and IoT. 
However, one of the most important application areas is 
transport, both on land and maritime. 

Depending on signal transmission conditions, the proposed 
solutions have different characteristics, applications and 
requirements. Meeting these is possible by fulfilling the stringent 
technical requirements for the designed IoT devices, and their 
use is made possible by the use of wireless communication. It is 
known that the use of separately designed radio transmission 
technologies is expensive and requires enormous maintenance 
and management costs. Therefore, even in critical applications, 
it is beneficial to use existing solutions and communication 
infrastructure. This is perfect for land applications, where 
this infrastructure is well-developed. However, it is much 
worse in maritime conditions, where access to systems and 
infrastructure based on land is limited. However, it is known 
that seamen and ships use GSM (Global System for Mobile), 
UMTS (Universal Mobile Telecommunications Systems), LTE 
(Long Term Evolution) cellular radio communication systems, 
and (soon) 5G New Radio both for professional as well as 
private connections, especially in the maritime coastal zone. 
This is possible because the ranges of the coastal base stations of 
these systems are sufficient to ensure radio coverage at sea from 
a few to several kilometres. Under favourable wave propagation 
conditions, this can be even more. In particular, the development 
of 5G technology opens up completely new possibilities in the 
use of IoT transmission in maritime security systems, with the 
possibility of creating applications for maritime, terrestrial and 
satellite transmission with a large perspective for advanced 5G 
solutions, as proposed in [3]. In this paper, the author discusses 
advanced 5G technologies as potentially attractive solutions 
for maritime communications. The 5G system requirements 
which are important for maritime applications and advanced 
network technologies (such as softwarisation, virtualisation and 
network slicing) are analysed, which can be used to improve 
maritime communication reliability in different situations. 
Moreover, architectures are proposed for the implementation 
of 5G solutions dedicated to maritime communication. 

It should be noted that, to date, IoT solutions have not been 
widely analysed in the context of maritime communication. 
There are few articles on sea-related IoT problems in the 
literature. Interesting considerations on maritime IoT 
applications can be found in [4], where the authors present 
the results of measurements of the quality of signals sent for 
IoT transmission using LTE. They show that, under favourable 

conditions, the station’s ranges can be as much as 15-20 km from 
the coast. In turn, the paper [5] describes solutions typically 
dedicated to maritime communication, with an indication of 
the challenges and requirements related to the professional use 
of such solutions in terrestrial and satellite transmission systems 
and for various maritime applications, e.g. eNavigation. The 
authors of [6] presented the concepts of IoT solutions for marine 
applications with a literature review. The paper found interesting 
considerations on different architectures for e-Navigation and 
marine monitoring, as well as discussions on the applications 
for monitoring ships, collision avoidance systems and automatic 
shipping applications. In [7], the possibilities of using IoT for the 
monitoring of sea buoys were analysed and the measurement 
results for the LoRa (Long Range Wide Area Network – 
LoRaWAN) radio interface were presented. 

However, it should be emphasised that there are currently no 
studies in the literature concerning the use of NB-IoT technology 
for maritime transmission. At present, authors would rather 
discuss the use of wideband transmission technologies using 
GSM/UMTS/LTE cellular systems for IoT communication 
or technologies which are specifically dedicated to IoT, such 
as LoRa. We cannot find any considerations of transmissions 
based on NB-IoT technology, which is not in common use but 
its importance is growing day-by-day. 

This paper aims to discuss the use of NB-IoT transmission 
for maritime applications, independently of the possible use 
of wideband LTE for IoT applications, and the comparison of 
the use of NB-IoT and LTE. This article presents the results of 
measurements and analysis of a data concentrator equipped 
with a receiver dedicated to transmissions at sea, which enables 
transmission through the use of various radio interfaces, the 
LTE and NB-IoT in particular.

The structure of this paper is as follows. Section II presents 
the basic characteristics of the proposed data concentrator. 
Section III presents the results of measurement tests of the 
receiver, in terms of its sensitivity and the achieved transmission 
rates. Section IV discusses the propagation models adopted 
for the analysis and the link budget. Section V presents the 
results of propagation loss analyses and coverage estimation, 
while Section VI presents the results of the range estimation 
with the use of ITU-R [8] (International Telecommunication 
Union – Radiocommunication Sector) propagation curves. 
Finally, in Section VII, we discuss the research conclusions 
and further work direction. 

THE KODEŚ DATA CONCENTRATOR 
MODEL WITH NB-IOT AND LTE 

COMMUNICATION INTERFACES
The KODEŚ data concentrator [9] was developed at the 

Gdansk University of Technology at the Faculty of Electronics 
Telecommunications and Informatics. KODEŚ is dedicated to 
the concentration of data from different systems: AMI, IoT, 
SCADA and HAN. The architecture of KODEŚ is presented 
in Fig. 1.  
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 KODEŚ was developed for terrestrial solutions but it has 
great potential as a device for other solutions, e.g. maritime 
communications. KODEŚ is equipped with functions capable 
of making independent decisions at the network interface (edge 
computing), gateway functions and the innovative so-called 
‘Multilink Function’ (MF) [9]. This function enables a choice 
selection of radio interface for reliable communication using 
different systems, such as NB-IoT, LTE, UMTS, GSM and, in 
the future, 5G New Radio and 5G NB-IoT. The essence of MF 
is the automatic choice of the radio interface, based on different 
information from a network and given by standardised system 
parameters measured by the radio module. MF decides which 
communication interface should be used for particular data, 
based on the importance and amount of data, as well as link 
quality and availability. From the point of view of this paper, 
KODEŚ can use different radio interfaces divided into two 
groups, including cellular-public interfaces (LTE, UMTS, GSM) 
and NB-IoT [9]. 

MEASUREMENTS OF RECEIVER 
LIMITATIONS

NB-IOT 

Measurements were made using a  Rohde & Schwarz 
CMW500 radio communication tester and a Quectel BG95-
M4 radio modem implemented with KODEŚ. The tester is the 
emulator of the LTE/UMTS/GSM and NB-IoT base station with 
the function of channel simulation using standardised channel 
model profiles, as defined by 3GPP (3rd Generation Partnership 
Project) [10]. The standardised models mainly concern the 
impulse response of the channel and the emulation of the 
Doppler effect in various propagation environments (urban 

environments in the case of our equipment). Measurements 
were performed automatically with the use of proprietary 
software [9]. The assigned power of the useful signal was 
changed during the measurements and the block error rate 
BLER, the obtained bit rate, and the signal delays were measured. 
Signal quality parameters specific to the NB-IoT technology 
were also read from the radio module: RSRP (Reference Signal 
Received Power), RSRQ (Reference Signal Received Quality), 
RSSI (Received Signal Strength Indicator) and SNR (Signal to 
Noise Ratio). For the experiment, the EPA (Extended Pedestrian 
A) channel model, was used with a nominal 200 kHz signal 
bandwidth. This model was used due to measure equipment 
limitations. It should be noted that it is better when the pulse 
response model corresponds more properly to maritime 
conditions. At this moment in time, this was not possible. 

The results of the measurements of BLER as a function of 
SNR and throughput for a given link, dependent on SNR, are 
presented in Fig. 2 and Fig. 3.

Fig. 2. Measured values of BLER as a function of SNR  
for NB-IoT radio module

Fig. 1 Block diagram of the KODEŚ device [9]
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LTE

In the case of LTE, measurements were made using the 
same tester and the Quectel RM500Q-GL radio module. 
The measurements were made automatically with the use of 
proprietary software. The transmission was forced between the 
tester and the radio module in LTE under different operating 
conditions. We considered different modulation-coding 
schemes which were characteristic of the LTE radio interface 
and, before each transmission, the module measured the RSRQ, 
RSRP, and RSSI values. Then, during the transmission, these 
parameters were read again, in addition to the value of the 
actual MCS (Modulation-Coding Scheme) resulting from the 
module response time to the AT command and the parameters 
related to the quality of transmission measured in the tester: 
BLER and bit rate. The same EPA channel model was used for 
the experiment and the devices always worked with a 10 MHz 
bandwidth. Depending on the series, the CQI (Channel Quality 
Indicator) was changed from 1 to 15, which defined the actual 
MCS value. 

The BLER and throughput measurement results are presented 
in Fig. 4, Fig. 5, Fig. 6 and Fig. 7 as a function of SNR.

Fig. 4. Measured values of BLER as a function  
of SNR for different values of CQI (LTE)

Fig. 5. Measured values of BLER as a function 
of SNR for CQI from 1 to 3 (LTE)

Fig. 3. Measured values of throughput Rp as a function of SNR  
for NB-IoT radio module

Fig. 2 shows that the target BLER = 10-1 is achieved for SNR 
values not less than 0.92 dB. It can be seen that, if the SNR 
at the input of the receiver is greater, then we can transmit 
useful information without any problems and mistakes but, 
of course, it is necessary to make HARQ (Hybrid Automatic 
Repeat Request) retransmissions of a number of packets. The 
target BLER of 10-1 is a typical value, considered during the 
coverage estimation and transmission performance evaluation 
in 4G systems with packet-switched signal transmission. From 
our measurements (presented in [9]), it can be seen that, for this 
value of BLER, the transmission with a relatively small number 
of packet retransmissions is possible. In general, we can define 
different BLER target values. If we accept greater BLER target 
values (BLER > 10%) then the coverage will be extended, due to 
less acceptable SINR. If BLER lower than 10% is accepted, then 
the coverage will be less than expected in this paper.

Therefore, the minimum acceptable value of SNR at the input 
of the receiver which gives an acceptable quality at the output, can 
be estimated for BLER = 10-1. The usable sensitivity of the NB-IoT 
receiver can then be estimated. It must be noted that propagation 
conditions in a real maritime propagation environment are rather 
better than in the EPA model. This is because, in the maritime 
environment, we usually deal with a direct line of sight of antennas 
and a smaller number of multipath propagation components 
(impulse response components) due to the open nature of the 
environment. In such conditions, the received signal is much less 
distorted and the receiver works more efficiently. Thus, it will be 
able to receive the signal with the required error rate, even with 
slightly lower SNR values at the receiver input. 

The estimated sensitivity of our receiver, based on BLER, was 
pessimistic one i.e. ranges at sea will, typically, be greater than 
those obtained by us in previous research. Thus, in practice, 
the values of the required SNR could be less than the measured 
values and the receiver sensitivity could be greater in a maritime 
coastal zone.  

Moreover, Fig. 2 presents the throughput results for a given 
SNR. It can be seen that, in the case of NB-IoT, transmission 
rates are small and they can only be used for the transmission 
of short messages. If better rates are necessary, then LTE or 
another system (such as UMTS or GSM) should be used. 
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Fig. 6. Measured values of throughput Rp as a function of SNR, 
for different CQI (LTE)

Fig. 7. Measured values of throughput Rp as a function of SNR, f
or CQI from 1 to 3 (LTE)

The problem in LTE is that the receiver sensitivity has to 
be defined for different CQI radio interface configurations. 
In general, for lower values of CQI, we used M-ary phase 
modulations of a small M (e.g. QPSK (Quadrature Phase Shift 
Keying)) which are characterised by greater transmission 
immunity on interference and other disturbances but with less 
spectral efficiency. For larger CQI values, there might be used 
16QAM, 64QAM or 256QAM modulations (where QAM is 
Quadrature Amplitude Modulation) of better spectral efficiency 
compared to QPSK but lower immunity to interference. Thus, if 
we need greater rates then 64 QAM should be used (and so on), 
for which greater SNR is needed because the receiver sensitivity 
is small. However, the critical sensitivity for maximum signal 
coverage is defined for CQI = 1 (QPSK). 

Fig. 4 and Fig. 5 show that the target BLER is achieved for 
SNR values not less than 1.15 dB if we analyse basic transmission 
using QPSK modulation with CQI = 1. In this case, we can 
transmit useful information without any problems but with 
HARQ mechanisms. The target BLER of 10-1 is a typical value 
for 4G. Thus, it can be used to estimate the minimum acceptable 

value of SNR at the input of the receiver, giving an acceptable 
quality at the output given by BLER = 10-1. So, it can be assumed 
the usable sensitivity of the receiver for the CQI = 1 modulation-
coding scheme. As mentioned before, propagation conditions 
in a real maritime propagation environment are rather better 
than in the ETA model due to better propagation conditions in 
the maritime environment. This was explained in the previous 
section for NB IoT.

Thus, in practice, the values of the required SNR can be 
lower than the measured values and the receiver sensitivity 
can be greater in a maritime coastal zone; in some situations, 
it is possible to make a proper transmission with SNR less than 
zero at sea. 

The throughput results for a given SNR and different CQI 
are presented in Fig. 6 and Fig. 7. Wideband LTE transmission 
gives much greater possibilities for achieving transmission rates 
compared to NB-IoT. Therefore, this interface is preferred for 
the transmission of a large amount of data. 

RADIO WAVE PROPAGATION AT SEA  
AND LINK BUDGET

Many papers discuss different radio communication channel 
models [11-15]. Unfortunately, the literature lacks empirical 
models that would be reliably measured for marine applications 
and would be directly suitable for range estimates in a large 
frequency range. Therefore, many authors choose to consider 
the two-radius and three-ray models, in the case of curved earth, 
which is considered to be the best fit for marine applications. 
This is confirmed by the works in [13, 16-20]. In this paper, we 
decided to use the CE2R (Curved Earth 2-Ray) model and the 
CE3R (Curved Earth 3-Ray) model for sea propagation loss 
modelling. The motivation is that, in a sea environment, there 
may be large coverages which are sometimes greater than the 
radio horizon distance for earthbound waves. Thus, curved 
Earth models are strongly preferred, due to the large distances 
between transmitters and receivers, as well as a high altitude [13]. 

In the case of CE2R, the link loss model is given by

LCE2R=–10log   λ
4πd  

2
  2sin  2πhthr

λd     
2
   (1)

where:
λ  –  is the wavelength, 
ht, hr –  is the transmitter and receiver antenna height, 

respectively,
d –  is the distance between the transmitter and the 

receiver.
Sometimes, the 3-Ray model of the channel over the water 

was also analysed. This model consists of one direct LOS (Line 
of Sight) component of a radio wave and two reflected paths. 
The first component is the wave reflected on the sea surface and 
it is, typically, the stronger component. The second component 
is the weaker, resulting from multiple sources and reflections, 
when we consider the additional transmission duct that was 
explained in [13]. In most cases, the CE2R model is considered 
sufficient, while the CE3R is rather optimistic.
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The propagation loss model for CE3R is given by 

LCE3R=–10log   λ
4πd  

2
 2 1+2sin  2πhthr

λd   

sin  2π(he–ht)(he–hr)
λd      

2
     (2)

where: 
he –  is the effective height of the evaporation duct (in the 

presented cases he = 15 m).
The link budget was constructed assuming typical values 

[10, 21] of both LTE and NB-IoT system parameters (see 
Table 1). The downlink connection was analysed when the 
base station transmitted a signal to the receiver located at sea. 
For this case study, we assumed the NSA (non-standalone) 
implementation of NB-IoT because, at this moment in time, it 
is the only version which can be used in Poland. Additionally, 
we analysed the GSM link budget for comparison.

Tab. 1. Link budget parameters

Parameter NB-IoT LTE GSM

Band B [kHz] 200 10000 200

Transmitter antenna power Ptx [dBm] 30 30 30

Transmit antenna fider loss Ftx[dB] 2 2 2

Transmit antenna gain Gtx [dBi] 18 18 18

Receive antenna fider loss Frx [dB] 2 2 2

Receive antenna gain Grx [dBi] 3 3 3

Power of noise N [dBm] -120.9 -103.9 -120.9

Receiver noise figure NF [dB] 5 5 5

Interference margin IF [dB] 2 2 0

Fading margin FM [dB] 13 13 13

SNR required SNRreq [dB] 0.92 1.15 18

Maximum accepted signal loss Lmax [dB] (approximate) 147 130 132

The SNRreq values were taken from the measurements. The 
power of the base station transmitter is not too large because we 
analysed rather critical variants of transmission. On the other 
hand, we considered the 13 dB fading margin as significantly 
destroying the signal quality. In the case of NB-IoT, there 
was significantly less power of noise, compared to LTE, due 
to a relatively narrow band of signals transmitted. As the 
bandwidth for NB-IoT is the same as for GSM (200 kHz), the 
link budget for GSM was made.

As we can see, the maximum accepted signal loss in a radio 
link for NB-IoT is approximately 17 dB greater, compared to 
LTE, and 15 dB greater than the loss for GSM. This means that 
the signal coverage for NB-IoT can be significantly greater 
compared to both LTE and GSM.

COVERAGE ANALYSIS FOR CE2R  
AND CE3R MODELS

The analysis of propagation loss was made for frequencies 
[MHz]: 450, 900, 1800, 2400, 3600, 6000, and 28000. At the 
moment, not all of the frequency bands can be used for LTE and 
NB-IoT but this analysis aims to detect potential troubleshooting 
for the signal transmission on many frequencies, which are 
probably available for 5G. 

Fig. 8 presents the results of propagation loss analysis using 
the CE2R model. The loss for frequencies from 450 MHz to 
6 GHz is quite close and the maximum accepted signal loss for 
LTE is 130 dB. This means that the base station range using this 
model is 10.5 km. For NB-IoT we accept a signal loss of 147 dB 
and the projected range is 29.5 km (approximately 3 times 
greater than the range for LTE). For comparison, it can be 
seen that the range for GSM, the CE2R model and the 132 dB 
maximum accepted loss, is 13 km – more than for LTE but much 
less than NB-IoT. For a frequency equal to 28 GHz, the range 
for LTE can be much less, compared to lower frequencies, while, 
for NB-IoT, this frequency can be accepted with a coverage 
of 28 km. Of course, lower frequencies are mostly preferred. 

Fig. 8. Results of estimation of the propagation loss using the CE2R 
model for different frequencies

Results for the CE3R model are presented in Fig. 9. It can 
be seen that this propagation model is much more optimistic, 
compared to CE2R. Based on the CE3R model, it is impossible 
to clearly define the range limit due to its limitations because 
this range significantly exceeds the range of the radio horizon, 
which the CE3R model does not take into account. It means 
that the empirical verification of coverages is needed. The peaks 
on the curves result from the sinusoidal functions included 
in the model, which depend on the sine period, while the 
sine period depends on the wavelength (signal frequency). 
The effect is greater when the wavelength is small (for larger 
frequencies) because the wavelength is smaller than the base 
station antenna height.



POLISH MARITIME RESEARCH, No 1/2023132

Fig. 9. Results of estimation of the propagation loss using the CE3R model 
for different radio wave frequencies; the far-right arrows in the figure 

indicate that the range limit for 147 dB and/or 130 dB propagation loss 
cannot be shown in the figure.

Results for the CE3R model are presented in Fig. 9. It can 
be seen that this propagation model is much more optimistic, 
compared to CE2R. Based on the CE3R model, it is impossible 
to clearly define the range limit due to its limitations because 
this range significantly exceeds the range of the radio horizon, 
which the CE3R model does not take into account. It means 
that the empirical verification of coverages is needed. The peaks 
on the curves result from the sinusoidal functions included 
in the model, which depend on the sine period, while the 
sine period depends on the wavelength (signal frequency). 
The effect is greater when the wavelength is small (for larger 
frequencies) because the wavelength is smaller than the base 
station antenna height.

If we analyse the planned system coverage at sea given 
by cellular operators (when the base station is located on 
a coast), we see that the CE2R model is rather more suitable 
for coverage estimation in a coastal zone. Fig. 9 shows that 
the coverage for LTE can be dependent on propagation loss 
fluctuations in the zone from 0 to a few (and up to 10 km for 
greater frequencies). While for 450 MHz (Lmax = 130 dB), the 
range can be greater than 50 km. However, using this model, 
the real approximation is not possible because the estimated 
propagation loss is too small. The same problem holds for 
the NB-IoT required signal loss Lmax = 147 dB, so we decided 
to analyse an additional method for coverage estimation in 
the next section.

COVERAGE ESTIMATION USING  
ITU-R EMPIRICAL CURVES

The method for coverage estimation suggested by ITU-R, for 
frequencies from 30 MHz to 4000 MHz, was presented in [8], 
where propagation curves are presented for different frequencies. 
These curves can be used to estimate usable coverage and 

interference coverage. In the case of usable coverage, we take the 
curves for 50% of the time and 50% of the places measured for the 
sea environment. Because these curves present the dependence 
of electromagnetic field strength on the distance between 
a transmitter and a receiver, we need to estimate the equivalent 
field strength for the maximum signal losses calculated from 
the link budget. According to the recommendations [8], the 
equivalent can be calculated as: 

E dB  μV
m   for1kW e.r.p  =139,3–Lprop+20log( f ) (3)

Using the rules for coverage estimation given in [8], we 
can estimate the coverages for different frequencies, as shown 
in Fig. 10. The frequencies are limited to 3.6 GHz due to the 
limitation of the ITU-R curves.

Fig. 10. Results of estimation of the coverage for LTE and NB-IoT 
transmission based on ITU-R propagation curves.

It can be seen that the coverage for 450 MHz can be more 
than 45 km for NB-IoT and 25 km for LTE while, for 900 MHz, 
the coverage was 37 km and 19 km, respectively. Even if the 
frequency of 3.6 GHz were used, the coverage for NB-IoT is 
more than 25 km. 

A major conclusion from this analysis is that the coverage 
for NB-IoT can be almost two times greater than LTE. Thus, we 
see that NB-IoT technology can be recommended for maritime 
safety systems for transmission in the coastal zone and, at lower 
frequencies, it is possible to provide coverage up to 45 km from 
the coast. 

CONCLUSIONS

In the paper, the analysis of NB-IoT system coverage in 
a sea environment is presented. As a result of the research 
project, the KODEŚ data concentrator was developed with 
advanced radio modems. This concentrator may be used for 
both terrestrial and maritime solutions. The presented analysis 
proves that NB-IoT signal transmission coverage outperforms 
LTE and GSM coverage. Therefore, NB-IoT utilisation for 
signal transmissions, for marine communication applications 
(as well as other maritime applications), is very promising. So 
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far, however, solutions based on NB-IoT are rather preferred for 
terrestrial applications. To the best of the authors’ knowledge, 
there is a lack of publications on NB-IoT in the literature for 
marine applications. 

Research has shown that the use of NB-IoT at sea, potentially 
allows ranges of up to 45 km from the coast, which guarantees 
good coverage for such applications for vessels located in the 
coastal zone of the sea. This range even exceeds the so-called 
radio horizon for earthbound waves. The actual and practical 
confirmation of the achieved results can be obtained by 
measurement tests conducted at sea, which are planned for 
the future.
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ABSTRACT

Underwater localization and tracking is a challenging problem and Time-of-Arrival and Time-Difference-of-Arrival 
approaches are commonly used. However, the performance difference between these approaches is not well understood 
or analysed adequately. There are some analytical studies for terrestrial applications with the assumption that the 
signal arrival times are not correlated. However, this assumption is not valid for underwater propagation. To present 
the distinct nature of the problem under the water, a high-fidelity simulation is required. In this study, Time-of-Arrival 
and Time-Difference-of-Arrival approaches are compared using a ray tracing based propagation model. Moreover, 
basic methods to mitigate the multipath propagation problem are also implemented for Bernoulli filters. Since the 
Bernoulli filter is a joint detection and tracking filter, the detection performance is also analysed. Comparisons are 
done for all combinations of filter and measurement approaches. The results can help to design underwater localization 
systems better suited to the needs.

Keywords: Underwater target tracking, Bernoulli filter, Time-of-Arrival, Time-Difference-of-Arrival, Underwater multipath propagation

INTRODUCTION

Unmanned systems are an active area of research, a major 
branch of which is unmanned underwater vehicles (UUVs) 
[1]. Localization of the UUVs using underwater sensor 
networks (UWSNs) is one of the most important features 
of unmanned systems. Due to the dissimilar nature of the 
underwater environment from the terrestrial, the localization 
method must also be different. In terrestrial applications, 
electromagnetic waves are the commonly used form of energy 
in localization systems. However, electromagnetic waves 
attenuate very fast under the water. In conductive media, 
the propagation of electromagnetic signals is only feasible at 
very low frequencies. Therefore, GPS and similar systems do 
not function. Acoustic signals can propagate more efficiently 

under the water and are used commonly for underwater 
communications and sensor applications [2]. An alternative 
to acoustic sensors for underwater localization may be to 
use odometry, but due to the integration operation used in 
filters the sensor noises accumulate in time and the error 
must be corrected by some other means [3]. Hence, UWSNs 
are the primary choice for the localization of underwater 
vehicles. The applications of UWSNs are not limited to 
UUV localization, but also include natural disaster alerts, 
aided navigation, collection of oceanographic information, 
surveillance, environmental monitoring, marine and military 
applications [4]. 

The localization under the water is susceptible to the 
estimated speed of sound. The speed of sound under the water 
is not constant and is affected by environmental variables, such 
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as temperature, salinity, and pressure. These variables stratify 
at different depths. Thus, the speed of sound is different at 
different depth layers, forming a sound speed profile (SSP) [5], 
[6]. Besides the SSP, the propagation direction and attenuation 
are affected also by the sea-state and bathymetry. Due to these 
parameters, the acoustic energy tends to concentrate along 
certain paths. This causes the temporal spread of the pulses, 
leading to multipath propagation. 

Several approaches exist for underwater localization, 
such as hydrodynamic pressure measurements [7], Angle-
of-Arrival (AoA), Time-of-Arrival (ToA), Time-Difference-
of-Arrival (TDoA), and Received-Signal-Strength (RSS) [8]–
[11]. The performances of these approaches depend on the 
applications, environment and sensor types [12]. ToA and 
TDoA are the most commonly used due to their simplicity 
and low cost [13], [14]. ToA and TDoA are also more suitable 
for omni-directional hydrophone beam patterns and do not 
require array signal processing. Using hybrid approaches, 
the information from both approaches can also be fused to 
reduce the estimation errors [15], [16].

Since ToA and TDoA use similar sensors and hardware, 
it is important to know which one outperforms the other in 
certain scenarios. Thus, they are compared and investigated in 
several works. Under the assumption of zero mean Gaussian 
measurement noise, it is proved that ToA and TDoA estimates 
have similar error characteristics [17]. However, underwater 
propagation is more complex than the terrestrial propagation 
problem [18]. In some studies, it is stated that it is not possible 
to use the algorithms utilized in terrestrial localization 
without any corrections or modifications for underwater 
localization [19], [20]reliable simulation \nmethods are 
required. Ray tracing is one of the alternatives to use \nfor 
underwater high frequency applications. In this work, we 
have \nsimulated the effect of different sound speed profiles 
(SSPs. Despite these remarks, to the best of the author’s 
knowledge, there are no realistic comparisons between ToA 
and TDoA for underwater localization. The primary goal of 
this work is to analyse the performances of the ToA and TDoA 
approaches using realistic simulations. The simulation tool is 
also important for comparisons. Otherwise, the assumptions 
for analysis may become too simple and cannot provide the 
required results with high fidelity. 

The complexity of the underwater environment and 
smaller targets make the detection of underwater signals 
a challenging task. Detection of weak targets in low SNR 
scenarios has drawn attention in recent years [21], [22]in order 
to identify the enemy emission sonar source accurately. Using 
the digital watermarking technology and combining with 
the good time-frequency characteristics of fractional Fourier 
transform (FRFT. Unlike radar applications, detection of the 
target is not the only major problem in underwater tracking. 
Another important aspect of the underwater localization 
is the multipath effect. Due to multipath effects, multiple 
detections can occur from a single source. This is different 
from the Line-of-Sight (LoS) and Non-LoS (NLoS) ranging 
encountered in terrestrial applications. Unless the SSP is 
isovelocity, there is no true LoS path, and all paths are curved 

in underwater environments. If the distance between the 
transmitter and receiver nodes is great, the signals also 
probably bounce from the bottom or surface. This raises the 
question of which detections to select as measurements. One 
approach is to exclude outlier detections. The detections are 
distributed temporally. High deviations in detection times 
can increase localization error. Hence, the exclusion of outlier 
detections is proposed by limiting the arrival times using the 
Random Sample Consensus (RANSAC) algorithm [23]. The 
RANSAC algorithm smoothens data by erasing outliers from 
the processed data [24]Random Sample Consensus (RANSAC. 
Maximum likelihood based optimization of location 
estimation is an alternative approach [25]the time difference 
of arrival (TDOA. Stochastic optimization algorithms such 
as the firefly algorithm are also applied to TDoA localization 
[26]constrained weighted least squares (CWLS. Fusing TDoA 
and Frequency-Difference-of-Arrival (FDoA) measurements 
to jointly estimate the target location and the sound speed is 
also proposed. In this approach, weighted least squares (WLS) 
is chosen as the optimization approach [27], [28]. Changing 
the network topology and adding mobile sensor nodes to the 
UWSN are also proposed [29]. 

Besides multipath, the lack of information on the true 
sound speed, c, is also an important source of error. In most 
underwater localization approaches the sound speed, c, is 
assumed to be known a priori [30], [31]. This assumption 
usually does not hold. If the assumed or estimated sound speed, 
ĉ, is constant but different from the actual speed, c, then the 
error increases with increasing range [20]. A correction term 
can be added to the tracking filter to mitigate the mismatch 
between c and ĉ [32]. Using the information about the SSP 
can also help to improve the estimates [33]. But this approach 
requires complete information of the bathymetry and the 
existence of a direct path. It uses stochastic optimization to 
estimate the SSP. The existence of a direct path is not a realistic 
assumption if the transmitter and the receiver nodes are 
located at distances that are multiple times the depth.

In this work, no assumptions for bathymetry or SSP 
are made in the measurement equations. The simulation 
scenarios are configured using a sensor network composed of 
a transmitter and four receivers similar to [34]. As mentioned 
above, realistic simulations of pulse arrival times and 
amplitudes are critical for analysis. Based on the frequency 
of the signal, the numerical underwater sound propagation 
solvers are divided into two main categories: low and high 
frequency solvers [35]. There are no hard definitions about 
how to categorize the problem as high or low frequency. But 
the rule-of-thumb is that if the depth of the environment is 
at least several times the wavelength of the acoustic signals 
the simulation is high frequency. We used ray tracing and the 
BELLHOP package to calculate the signal arrival times and 
amplitudes [36], [37]. Ray tracing is applied in underwater 
propagation problems, for which it is well known and 
recognized [38], [39]. 

The outputs of the solver are then used as detections in 
Bernoulli filters. The Bernoulli filter is implemented using 
Gaussian mixtures (GMs). The Bernoulli filter can jointly 
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detect and track targets [40]. It is based on a random finite 
set (RFS) framework [41]. Compared to other target tracking 
filters, RFS based filters have several advantages such as the 
inherent ability to detect, track and classify the targets, and 
not requiring a data association step, which is computationally 
expensive. Tracking in multipath environments is similar 
to the extended target tracking (ETT) problem, where 
multiple detections stem from a single target [42]. Unlike 
the ETT, in multipath problems the targets are assumed as 
point targets, such as a pinger. In this study we also analyse 
how to optimally select or fuse the detections. We applied 
three well-known tracking approaches to the tracking 
algorithms. The update steps of the Bernoulli filter are 
modified to resemble the Nearest-Neighbourhood (NN), 
Probabilistic Data Association (PDA) and the detector-
output based filters, which are named NN-Bernoulli, PDA-
Bernoulli and Bernoulli filters, respectively. To compare the 
filter performances, the prediction and update steps of the 
probability of target existence of the filters are based on the 
Bernoulli filter. Different approaches for track initialization 
and terminations also exist. 

The NN-Bernoulli filter selects a single detection per 
sensor using maximum likelihood (ML) and filters out the 
other detections from other paths [43]. The PDA-Bernoulli 
filter updates using all of the measurements and applies 
moment matching to obtain a single Gaussian distribution 
[44]. Each filter type also has two variants for the ToA and 
TDoA measurement models. The simulations are run in a 
flat bathymetry with 40 m depth, like the south of the Sea of 
Marmara. The optimal topology of the underwater sensor 
network is another research problem [45]. We preferred to 
exclude this problem and configured a simple geometry 
but added a scenario with randomized sensor locations for 
comparison. The scenario results give insight about the impact 
of the topology of the sensor network on underwater target 
tracking. The scenarios are based on the localization of an 
underwater vehicle with a pinger which typically transmits 
pulses at 25 kHz. Hence, the problem can be classified as high 
frequency. After obtaining the arrivals, random clutter is also 
added to the measurement set. The existence of the target 
and the target state vector are estimated using the filters. The 
novelties of this work are as follows:
1) This is the first realistic comparison of ToA and TDoA 

approaches for underwater localization. We show which 
applications ToA and TDoA are more suitable for. 

2) The basic tracking approaches, namely NN, PDA and 
multiple hypotheses, are applied to decide on how to best 
select or process the detections.

3) Missed detection and clutter detection terms are merged 
to obtain a filtering formulation applicable to multiple 
sensors. 
The rest of the paper is as follows. In Section 2, the 

simulation approach and filter formulations are explained. 
In Section 3, the simulation results are presented and the 
results are explained. The paper is concluded in Section 4 
with some insights and planned work. 

PROPAGATION AND MEASUREMENT 
MODELS

RAY TRACING

The underwater propagation is modelled using the 
BELLHOP package. The scenario environment is set up and 
the time of pulse arrivals between the pinger and sensor nodes 
is calculated. A sample of the environment and simulation at 
300 m distance is seen in Fig. 1. The SSP is shown in Fig. 2. 
Munk SSP models the deep ocean and we take 50 m below 
the surface [46]. The detected pulses at a sensor node are 
given in Fig. 3. 

Fig. 1. Ray tracing results when the RX and TX nodes are positioned 300 m 
away from each other. They are both at 10 m depth. The figure shows the rays 

arriving at the RX node through multiple paths

Fig. 2. Munk SSP used in the scenarios
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Fig. 3. Pulse arrival times. The pulses are shown with blue, the threshold level 
is shown with the green line.

MEASUREMENT MODELS

The output of the ray tracing with the arrival times and 
amplitudes of the pulses are shown in Fig. 3. The choice of 
detections is important for filter updates. Since the speed 
of light is almost constant in air, in ultra-wideband (UWB) 
applications the earliest detections are assumed to have 
travelled along the shortest path. Therefore, they are assumed 
as LoS detections. If a similar approach were adopted, a natural 
choice would be to pick the first detection at each sensor node 
[20]. If the configuration in Fig. 3 is simulated, the arrival 
times and the amplitudes in the configured environment are 
obtained as in Fig. 3. The earliest arrival corresponds to the 
direct path, which travels without any bounces. When the 
direct path detection is used and c is assumed as 1500 m/s, 
the distance found is 290.81 m. When the arrival times are 
examined, it is seen that a better estimate is the detection that 
occurred from the bottom bounce. This path yields 301 m. 
Even if the earliest arrival is a direct path, the speed mismatch 
causes a relatively large error in distance estimation. As in the 
example, this problem can be mitigated by using the second 
detection. In real applications, it is impossible to decide which 
arrival has the lowest error without complete knowledge of the 
environmental parameters and it is difficult and expensive to 
measure all the environmental parameters accurately. Hence, 
a more robust yet still simple method is proposed to exploit 
the measurements for practical purposes.

Since in the real world the environmental variables are 
not known a-priori, no structures can be assumed about the 
arrival times of the detections. Hence, statistical assumptions 
as in ETT applications do not apply to this problem [42]. 
A more general approach is to assume that the multipath 
effects are clutter. It has been shown that the NN, PDA and 
MHT filters have similar structures to variants of Bernoulli 
with different approximations [47]. In this work, we keep 
the fundamental ideas of these filters and reformulate the 

update step of the Bernoulli filter. In the update step, the 
NN-Bernoulli filter picks only the measurement combination 
with the ML. The PDA-Bernoulli filter updates with each 
measurement and uses moment matching to obtain posterior 
distribution with a single GM component. The Bernoulli filter 
uses pruning and merging to limit the growing number of 
components. It makes no other approximations and uses all 
detections and returns a mixture of Gaussians. 

For the th sensor node, a detection set at the th time step 
is given as a union of multiple sets: multipath, clutter and Ø, 
which represents no detections. The unification of all these 
sets yields the measurement set and is defined as

 (1)

where   is the number of arrivals at the ith sensor node 
at time step k and  is also a set of singletons of clutter 
detections. Note that e  is itself a set and it holds |e|≤1.

The Bernoulli filter is based on random finite sets (RFSs). 
Hence, the target state vectors and measurements are RFSs. 
The measurement set, Zk, is generated using all possible single 
element combinations of . The further processing of inputs 
differs for ToA and TDoA.

ToA Measurement Model: 
ToA measurement is generated using singleton subset 

combinations of all . Note that {Ø} is also a singleton 
subset and indicates no detection. Following the notation 
in [48], Zk can be written as

(2)

Hence, all hypotheses from each sensor including no 
detections are combined to form Zk.

TDoA Measurement Model:
TDoA is slightly different from ToA. The combinations are 

again generated using Eq. (2) but then further subtracted from 
each other. If a set returns {Ø}, the sensor does not generate 
measurements at that time step. The Zk set can be written as

(3)
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BERNOULLI FILTER

For filtering, a motion and measurement model is required. 
In this work, the target is assumed to move according to 
the constant-velocity (CV) motion model. The target state 
vector is then 

(4)

x, y are the coordinates of the target along the x and y-axes, 
respectively. Similarly, vx and vy are the components of the 
velocity vector along the x and y-axes. The CV model is linear 
and Gaussian, so it can be written as

(5)

where qk~N(0,Q), Q is the process error covariance matrix 
and F is the state transition matrix. F and Q are defined as

(6)

(7)

Δt is the update period of the filter. Each measurement vector 
for ToA and TDoA is 

(8)

(9)

where i and m are the sensor number labels and S is the total 
number of sensors. Note that Eq. (8) and Eq. (9) show the full 
extent of the vectors. If a sensor returns no detections, i.e., Ø, 
then the elements with that specific sensor label are deleted.

The predicted measurements are calculated by replacing 
the r terms in Eq. (8) and Eq. (9) with 

 (10)

where  and  are the th sensor node positions along the  
x and y-axes, respectively. 

Starting with a prior probability density function (PDF)  
pk−1|k−1(x) at time step k, the Bayesian recursions are performed 
using the equations below: 

(11)

 (12)

where πk|k−1(xk|xk−1) is the Markov transition density,  
pk|k(xk| z1:k) is the posterior, and gk(zk| xk) the likelihood density. 
The expected a posteriori (EAP) or the maximum a posteriori 
(MAP) estimates of the target state can be calculated using 
pk|k(xk|z1:k), which is the result of Eq. (12).

BERNOULLI RFS

Using the Finite Set Statistics (FISST) based on the RFSs, 
Mahler extended the single target Bayesian formulations of 
Eq.  and Eq.  to multi-object tracking equations [41]. FISST 
provides a framework to unify tracking, detection, data 
association and classification problems [41], [49]. 

In RFS based approaches, the target states and 
measurements are handled as sets: 

 (13)

 (14)

where Mk and Nk are the number of targets and the 
measurements at time k,   and   are the set of all 
finite subsets of state and measurement spaces  and , 
respectively. 

The primary objective of this paper is to compare the 
ToA and TDoA approaches for underwater detection and 
tracking. A single target tracking simulation is sufficient to 
show the performances. The Bernoulli filter is an optimal 
filter derived from the FISST framework and suitable for 
on/off switching of dynamic systems [40], [41]. It models 
the target state as a Bernoulli RFS. The PDF of an RFS, X, 
is defined by a cardinality distribution ρ(n)=P(|X|=n) and a 
spatial distribution for set elements 

 (15)

where n is the cardinality and pn(X) is the joint spatial 
distribution. When ρ(n) is assumed Bernoulli, then X has 
either one element or is Ø. Thus, Bernoulli RFS is obtained. 
It can be written as

 (16)

where q is the probability of target existence and p(x) is the 
spatial PDF of the target.
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PREDICTION AND UPDATE STEPS

s(x) can be approximated using sequential Monte Carlo 
(SMC) or Gaussian mixtures (GMs) [40], [41], [50]. In this 
work, the GM approach is utilized. Then, the predicted q and 
s(x) are approximated as

 (17)

 

(18)

where bk|k−1(x) is the birth spatial density, pb is the probability 
of a target birth, ps is the probability of an already existing 
target at k−1 to survive at k. w(i) are the weights of the Gaussian 
components of GM. The distributions   
are calculated using the Kalman filter prediction step.

The posterior existence and spatial distribution are 
calculated using 

(19)

 
(20)

where 

 (21)

(22)

 (23)

where c(z) is the clutter distribution, λ is the average number 
of clutter detections, Hk is the Jacobian of the measurement 
function and R is the measurement error covariance matrix.

Eq. (20) has two discrete terms. The first term updates 
the predicted distribution if no detections occur, the second 
term updates with detections. In the scenarios, some of the 
sensors may generate detections and other sensors may not. 

A new formulation is required to combine these two cases. 
Our formulation of Zk simultaneously includes detections and 
missed detections at different sensors. The no detection term 
in Eq. (20) is not used and missed detections are incorporated 
into the likelihood function. The  term in Eq. (22) is 
modified such that

 

(24)

where nd is the number of sensors detecting the target. This 
equation captures all the possible combinations, since hk 
returns only the rows corresponding to the active sensors 
and the dimensions change accordingly.

RESULTS

For comparison, three scenarios are created. In Scenarios 
I and II, a test range is created where the sensor nodes are 
positioned at the corners of a rectangle, as seen in Fig. 4. In 
Scenario I, the SSP is assumed constant during the scenario 
and between the pinger and sensors. In Scenario II, the SSP is 
randomized. Gaussian noise with variance 1.0 is added to the 
SSP with the minimum possible c set as 1450 m/s. A different 
noise is generated at each step and from each sensor node. The 
aim of this scenario is to rule out the bias cancellation that 
occurs in TDoA measurements. For example, if ĉ>c then the 
range estimates have a positive bias. TDoA mitigates this bias 
by subtracting range estimates from each other. Scenario III is 
configured with random sensor positions. This configuration 
negates the bias cancellation property of the TDoA approach.

Fig. 4. The locations of sensors and the target

Not all pulse arrivals are used as detections. The detection 
threshold is assumed -60 dB and shown in Fig. 3. At each time 
step, between each pinger and sensor node the propagation 
simulation is done, and detections are extracted. The target 
is generated at a random point on the circle with a radius of 
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500 m with the centre at the origin. The direction of the target 
is pointed towards the centre. The speed of the target is also 
randomized at the beginning of the scenario as |v|~u(5.0,20.0). 
The target is introduced at the 20th time step and continues 
for 170 steps. Δt = 1.0 sec is the update period.

The average clutter rate, λ, is taken as 1 in the simulations. 
Clutter is generated and added independently at each sensor 
node. Due to multipath arrivals, a higher amount of average 
clutter is observed at the sensors. Thus, c(z)=1/1000 and 
λ=5. These values are the same for both ToA and TDoA 
measurements. But due to the higher number of measurement 
combinations in TDoA, pb is 0.02 for ToA and 0.001 for TDoA.

The performance of the filters is investigated using an 
optimal subpattern assignment (OSPA) metric [51]. The 
OSPA distance captures both state vector estimates and target 
existence probability estimates. The OSPA distance between 
the estimated target set and the ground truth is given as 

 (25)

where γ is a cutoff parameter, d(x,z)=|x−z| is the distance 
between single target states, p ≥1 is the order of norm, and 
dγ(x,z)=min{γ,d(x,z)} sets the cutoff for state estimate errors. 
γ indicates the estimate and ground truth combination with 
the lowest distance.

The mean OSPA errors of 300 Monte Carlo runs are shown 
in Fig. 5 and Fig. 6. In Scenario I, there are almost no false 
alarms in the first 20 steps. There is a sharp increase at the 
21st time step due to the introduction of a target. The target 
is detected after 2 steps with a sudden decrease in errors. The 
target moves towards the centre of the sensor range. Filters 
with TDoA measurements yield lower errors while the target 
is in the rectangle formed by the sensors. This is due to the bias 
in range estimates. When the target is between the sensors, 
the estimation biases are subtracted from each other. Hence, 
the TDoA measurements have less bias than ToA. Despite 
this advantage, when the target gets far away, the cancellation 
cannot negate the biases. It is known that TDoA localizes the 
targets on hyperbolas, whereas ToA on circles. Hence, TDoA 
yields higher errors. In Scenario I, there is no clear superior 
approach among the TDoA measurement based filters. When 
the target is close to leaving the test range at about the 100th 
step, the errors increase. When the target is outside the test 
range, the NN-Bernoulli filter with ToA measurements has 
higher performance than the other filters. The other ToA 
measurement based filters also perform better than the TDoA 
based filters. On the contrary, the NN-Bernoulli filter with 
TDoA measurements performs the worst. This simulation 
indicates that when a test range is set up with relatively stable 
environmental parameters, TDoA measurements outperform 
the ToA measurement based filters. If the sensor nodes are 
randomized or the target is not between the sensor nodes, 
the ToA measurement based filters perform better. NN based 
measurement selection simplifies the implementation and 

hastens the computations since only one hypothesis remains 
after ML based selection of the measurement. 

Scenario II is a non-stationary environment due to the 
randomized SSP. This can also be seen in the ripples in 
the errors in Fig. 6. Except at the middle of the test range, 
NN-Bernoulli with ToA measurement outperforms the 
other filters in all positions. The Bernoulli filter with TDoA 
measurements and the ToA measurement based filters have 
a clear advantage over TDoA based filters. 

Fig. 5. OSPA results for Scenario I

Fig. 6. OSPA results for Scenario II 

The results of Scenario III with randomized sensor node 
positions clearly favour the ToA measurements. Since the 
TDoA results are not meaningful, the results are not shown. 
The results indicate the superiority of ToA. Since it restricts the 
target location on a circle and the TDoA measurements locate 
the target on hyperbola, ToA is the more robust approach. 
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CONCLUSION

In this study, we compared the performances of ToA 
and TDoA based underwater localization performances. To 
generalize the problem, we used the Bernoulli filter, which 
can jointly estimate the existence and the state of the target. 
Moreover, selection or merging of measurements is also tested 
by reformulating the Bernoulli filter update step. The filters 
are tested under two different scenarios and the performances 
are provided with the OSPA distance. The results indicate 
that ToA measurements with the NN approach yield better 
results on average. In a controlled environment, TDoA based 
filters show similar performance, which is better than the 
ToA measurements. 

We plan to expand the NN, PDA and standard Bernoulli 
filtering approach using localization approaches used in 
NLoS multipath scenarios in UWB sensors. Also, multi-static 
problems will be simulated. Since the ray tracing simulations 
do not provide raw signals, track-before-detect strategies 
cannot be applied. But smoothing filters will be applied to 
improve the tracking performances of the filters.
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ABSTRACT

The Genaveh commercial port was placed on the agenda of the Iranian PMO (ports and maritime organization) 
to consider economic, commercial and residential development in Bushehr province and specifically in Genaveh 
city. In order to increase the water capacity of the port, it is necessary to build a new harbour basin for exploitation 
and commercial purposes at a depth of 5 to 6 meters by extending the existing jetties arms in front of the port. This 
research aims to investigate the harbour basin’s tranquillity for providing vessels with safe berthing. For this purpose, 
three modules, namely the flow model (FM), spectral wave (SW) and Boussinesq waves model (BW) from the MIKE 
21 software package, were utilized. According to the monitoring data, which is provided by the Iranian PMO, the 
harbour basin’s tranquillity based on the prevailing wave directions was investigated. Based on the diffraction graph 
in the harbour basin, the results showed that, according to the percentage of permissible diffraction recommended 
by different valid regulations, there is a need to modify the geometry of the breakwater arms to increase the harbour 
basin’s tranquillity at the port in the development plan.

Keywords: harbour basin tranquillity, Genaveh Port, Boussinesq wave model, diffraction, breakwater, numerical modelling

INTRODUCTION

Port development can be accomplished by constructing 
a new harbour basin or expanding the existing basin, where the 
purpose is usually to increase the marine capacity and upgrade 
port operations, which both have a direct impact on the regional 
economy [1]. To increase the port capacity, it is necessary 
to build a harbour basin that is surrounded by an artificial 
breakwater to provide suitable tranquillity at the harbour basin 
[2, 3]. The important tasks of the harbour basin are to create 
a safe berthing and anchorage for vessels, provide a platform to 
transfer passengers safely between vessels and land and improve 
the efficiency of vessel transportation by reducing the waiting 
time of vessels at the port [4, 5]. The most important issue 

in the construction of an artificial harbour basin to increase 
the port capacity is the location of the breakwater arms that 
form the basin. The location and width of the harbour basin 
mouth are important, in addition to serving the incoming and 
outgoing vessels, to provide the tranquillity necessary for the safe 
berthing and anchorage of vessels in the port [6, 7]. While wave 
agitation cannot affect bigger vessels, the same wave agitation 
encountering small vessels can cause their violent movement, 
so determining the target vessel of the port is necessary [8]. 
In the most recent research, different proposed methods 
based on the finite difference method are used to calculate 
harbour tranquillity [9-13]. The most common method used to 
investigate the tranquillity of harbour basins is the Boussinesq 
waves model, which employs the finite element method [14, 15]. 
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In this model, the impact of the input parameters such as the 
hydrodynamic conditions of the area and the placement of 
the harbour basin mouth affects the level of calmness in the 
basin. These studies showed the diffraction patterns of waves 
inside the harbour basin by determining the phenomena of the 
diffraction, reflection and energy loss when the waves hit the 
rubble mound breakwater layers. The design of the model of 
wave propagation and penetration into the harbour basin has 
been performed according to the placement of the breakwater 
arms and the probable and effective directions of the waves. To 
increase the speed of the model execution, the areas where the 
wave characteristics and the wave diffraction pattern are not 
needed are defined in [7, 16-20]. In this study, to increase the 
capacity of Genaveh port, which is facing a number of problems, 
research was done to minimize the obstacles to the development 
of the port. Researchers showed that several factors influence 
the characteristic conditions in Genaveh port, such as the Dareh 
Gap River, which is located at the longitude of 50°31ʹ57.53ʹʹE 
and latitude of 29°32ʹ3.27ʹʹN, and flows into the Persian Gulf 
where it is located southeast of Genaveh port. To reduce the 
sediment transport from the Dareh Gap River to the harbour 
basin, two jetty structures were constructed at the depth of 
3.5 meters from the chart datum level. Nevertheless, the Dareh 
Gap River transfers the sedimentation mostly at the harbour 
basin mouth. The structures have reduced the dredging time 
of the port and consequently decreased the operating costs. 
According to the proposed pattern, the shelter provided by the 
harbour basin will be investigated and it will be determined 
whether the placement of the breakwater arms can provide the 
allowable calmness inside the harbour basin or not.

MATERIALS AND METHODS

The flow model (FM), spectral wave (SW) and Boussinesq 
wave (BW) modules from the MIKE 21 software are the 
main computing components used in this study. The FM 
module comprises different models, but in this research the 
hydrodynamic model (HD) was selected, which calculates the 
water surface changes and flows in response to a variety of forcing 
functions, comprising wind shear stress, bed shear stress and 
wave radiation stress from the SW module. The SW module 
calculates the growth, decay and transformation of waves caused 
by the wind offshore and onshore, combined with current and 
water level changes at the same time from the HD module, 
and the BW module is a numerical model for calculation and 
analysis of short- and long-period waves in ports, harbours and 
coastal areas [21-26].

FM MODULE (HD MODEL)

The HD module includes a continuity equation, horizontal 
momentum equation, temperature, distributions of salt, and 
density terms and a variety of forcing and boundary conditions. 
The spatial discretization of the governing equation is done 
utilizing the finite volume method (FVM). The model simulation 
is based on two-dimensional Reynolds averaged Navier–Stokes 

(RANS) equations. The local continuity and other equations 
are written as:

∂u
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where u, v and w are the velocity components in the x, y and 
z direction in the Cartesian coordinates; t is time (s); f =2Ω sin ϕ is 
the Coriolis force (Ω is the angular rate of revolution and ϕ is the 
geographic latitude); g is the gravitational acceleration; ρ is the 
fluid density; Pa is the pressure; T and s are the temperature and 
salinity; Dv is the vertical turbulent (eddy) diffusion coefficient; 
Ĥ is a source term due to heat exchange with the atmosphere; 
S is the magnitude of discharge due to point sources; TS and 
SS are the temperature and salinity of the source; FT, FS are 
horizontal diffusion terms and Dh represents the horizontal 
diffusion coefficient.

SW MODULE

The SW module calculates the growth, decay and 
transformation of wind-generated waves and swells in offshore 
and coastal areas. Like the HD module, FVM is used for the 
discretization of the governing equation in geographical and 
spectral space. This module includes the following physical 
phenomena: (a) generation and growth of waves by wind 
action; (b) wave-wave, wave-current and quadruplet-wave 
interaction (c) loss due to white-capping, bed friction and wave 
breaking; (d) diffraction, refraction and shoaling in shallow 
water, and (e) effect of time-varying water depth. The wave 
action conservation equation is the governing equation, which 
will be used in either Cartesian or spherical coordinates in the 
fully spectral formulation. The equations for the fully spectral 
formulation in horizontal Cartesian coordinates are as follows:

∂N
∂t  +  · (v–N) = S

σ       (7)

(cx · cy) = dx–
dt  = c–д + U–      (8)
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cσ = dσ
dt  = dσ
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in which N(x, σ, θ, t) represents the action density which is 
equal to E/σ; t is the time;  is the four-dimensional differential 
operator in the x direction; v = (cx·cy, cθ·cσ) represents the 
propagation velocity of a wave group in the four-dimensional 
phase space x, y, σ and θ; x = (x, y) are the Cartesian coordinates; 
S is the source term for the energy balance equation; s is 
the space coordinate in wave direction θ; m is a coordinate 
perpendicular to s. x is the two-dimensional differential 
operator in the x-space.

BW MODULE

MIKE 21-BW was used to calculate the pattern of the 
diffraction inside the basin. This module can examine the wave 
propagation pattern by considering the simultaneous effects of 
phenomena such as shoaling, refraction, diffraction, bottom 
friction, partial reflection and transmission, frequency spreading 
and directional spreading. In this model, the Boussinesq 
equations are based on the assumption of being incomparable 
and inviscid fluid were used to determine the diffraction 
coefficient numerically inside the basin. The governing equations 
are expressed as follows:
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where P is the flux density in the x-direction (m3/m/s), 
q represents the flux density in the y-direction (m3/m/s), x and y 
are the Cartesian coordinates (m), h and d are the total water 
depth and still water depth (m) respectively, n is the porosity 
coefficient, C is the Chezy resistance number ( m/s), α and β 
represent the resistance coefficient for laminar and turbulent 
flow in porous media, S is the water level compared to the base 
level (m), ψ1 and ψ2 are the dispersive Boussinesq terms, and 
Rxx, Rxy and Ryy are the excess momenta from surface rollers. 

STUDY AREA

Genaveh port is a commercial fishing port on the northern 
coast of the Persian Gulf, as displayed in Fig. 1a. This port 
connects with Imam Hassan port from the northwest, which 
is at the longitude of 50°15ʹ39ʹʹ E and latitude of 29°50ʹ16ʹʹ N, 
and Bushehr city from the northeast and the Persian Gulf from 
the west. The port city of Genaveh is located in the northern 
part of the Persian Gulf at a longitude of 50°31ʹ E and latitude 
of 29°34ʹN. According to the hydrodynamic condition and 
sediment transport in the region, the first proposed pattern of 
the harbour basin is based on the existing basin as can be seen 
in Fig. 1b. Table 1 gives the length of the existing northern and 
southern jetties and the new pattern of the breakwater arms. 

Fig. 1. (a) Location of Genaveh port, (b) the first pattern

Tab. 1. The length of the breakwater arms of the development plan

Pattern Northern arm (m) Southern arm (m)

Existung 1000 1000

First proposal 620 1870

HYDRODYNAMIC STUDIES

To check the tranquillity inside the harbour basin, the 
propagation of waves in the local area will be investigated, 
based on the data received from the Iranian PMO and the 
hydrodynamic studies carried out in this research. Wave 
forecasting information in the area of   the Bushehr province 
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Fig. 5. Wave rose at the depth of 10 meters, 2005

To calculate the significant wave height and the wave speed 
at the harbour basin, the characteristics of the design waves and 
wind at the depth of 23 meters in front of the port are presented 
in Table 2. According to the data shown in the table, the 100-year 
wave height occurs in the direction of 157.5°, which is equal 
to 3.91 meters. The prevailing 100-year wind speed occurs in 
the direction of 315°, equal to 18.45 m/s.

Tab. 2. Design wave and wind in the research area
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157.5

1 1.02 3.87 6.96

LP2/
MOM

LP3/
MOM/

Log

5 1.66 4.04 13.73

10 2.02 4.11 14.70

50 3.20 4.27 16.68

100 3.91 4.35 17.47

180

1 1.328 4.76 5.14

TGUM/
ML

TGUM/
ML

5 1.741 4.95 11.97

10 1.922 5.02 12.90

50 2.341 5.16 14.86

100 2.522 5.22 15.66

270

1 1.003 4.71 6.22

GAM/
MOM

GAM/
MOM

5 1.448 5.04 12.15

10 1.541 5.09 13.05

50 1.741 5.21 14.94

100 1.825 5.26 15.72

292.5

1 1.085 4.39 8.30

GAM/
MOM

GAM/
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5 1.656 4.81 12.38

10 1.779 4.89 13.00

50 2.051 5.04 14.25

100 2.166 5.11 14.75

315

1 1 3.81 11.62
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5 1.205 3.96 15.69

10 1.299 4.02 16.41

50 1.517 4.15 17.87

100 1.613 4.21 18.45

ALLOWABLE HS AT THE BASIN

According to the technical standards and commentaries for 
port and harbour facilities in the Japan guide, the maximum 

coasts was obtained from the monitoring and simulation of the 
waves carried out over a period of 26 years (from 01/01/1983 to 
01/06/2009) by the PMO. The MIKE-SW module was utilized 
in this research to generate waves. The wave information in this 
study was prepared and presented with a time step of 1 hour. 
The information related to the waves of this statistical source 
is provided at the longitude of 50.40°and latitude of 29.60°N in 
front of the port site at a depth of 23 meters. Based on this data, 
about 75% of the time the wave height is less than 0.5 meters, 
and the maximum wave height is 2.49 meters in the direction of 
166 degrees. Based on the wave rose, the predominant direction 
of the waves is from the northwest to the southeast direction, 
as displayed in Fig. 2 [27].

Fig. 2. Wave rose at the depth of 23 meters during 1983-2009

To determine the annual wave rose in front of the port, the 
base year concept is defined. The selection of the base year is 
based on the way that the characteristics of the waves in that 
year are the most consistent and match the characteristics of 
the waves of the entire period. The wave statistics of the region 
for the 26 years from 1983 to 2009 were defined. Each wave 
rose that best matches the 26-year wave rose will be selected. 
Based on Fig. 3 and Fig. 4 the 2005 wave rose is chosen as the 
base year of calculation as it shows the best compatibility and 
match with the 26-year wave rose. Therefore, the wave rose of 
2005 was chosen for the base year calculation, as shown in Fig. 5.

Fig. 3. The scatter data graph of the 26-year wave data 

Fig. 4. The scatter data graph of the 2005 wave data 
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allowable significant wave height at the berthing area of vessels 
based on their gross tonnage (GT) is stated in Table 3. Based 
on this reference, it is recommended that the harbour basin 
and the place of servicing vessels (piers) should be calm at least 
97.5% of all days of the year and have favorable conditions for 
the mooring and parking of vessels. According to the value   
mentioned in Table 3, the maximum wave height of 0.5 meters 
is considered the tranquillity criterion of this harbour by the 
Overseas Coastal Area Development Institute of Japan.

Tab. 3. The maximum Hs allowed for servicing the vessel

Type of vessel Gross tonnage (GT) Permitted Hs for 
serving the vessel

Small Less than 500 tons 0.3 meters

Medium and large Between 500 and 
50000 tons 0.5 meters

Very big More than 50,000 
tons 620 0.7 – 1.5 meters

INPUT DATA OF BW MODULE

According to the wave rose information, the effective 
directions of 157.5°, 180°, 270°, 292.5° and 315° (relative to 
true north) were propagated towards the port. It should be noted 
that, because of the lack of disturbance in the port due to the 
propagation of waves from other directions, only the propagation 
of the mentioned wave directions is sufficient. The input wave 
data is defined as a wave spectrum based on the JONSWAP 
spectrum. There are 5 porous layers in front of the pier structures 
and 20 sponge layers. The porosity coefficient is a function of the 
type of structure (stone breakwater, wall pier, pile pier and deck, 
etc.), its reflection coefficient, the water depth at the base of the 
structure and the height and period of the wave at the location 

of the structure. Based on the aforementioned explanations, it is 
necessary to estimate the value of the porosity coefficient using 
previous experience and engineering judgment and then after 
one or more executions, the final value of the porosity coefficient 
is determined. The grid spacing of the model is set to 4 meters. 
Also, assuming that the wave distribution pattern inside the 
harbour basin is approximately a linear function of the incoming 
wave height (in other words, the diffraction coefficients inside 
the harbour basin remain almost constant for different wave 
heights), the investigation of the phenomenon of diffraction 
inside the basin for the wave is done with a unit height (1 m). 
Fig. 6a shows the bathymetric model used in the modelling, and 
the positions of the porous and spongy layers are displayed in 
Fig. 6b and Fig. 6c, respectively. Fig. 6b shows the position of 
applying the porous layer at about the level of the water surface 
and the breakwaters. The porous layer is considered as 5 layers 
with values of 0.66 outside and 0.56 inside the harbour basin. In 
Fig. 6c, in the areas where the reflection of the propagated waves 
is not compatible with the physical realities of the phenomenon 
(for example, in the boundaries of the model), the sponge layer 
technique was used [28].

RESULTS AND DISCUSSION

HD AND SW RESULTS

Wave propagation with a return period of 100 years from the 
directions of 157.5°, 180°, of 270°, 292.5° and 315° are shown in 
Fig. 7. It can be seen in the 270°, 292.5° and 315° directions that 
the breakwater arms or the harbour basin mouth cannot provide 

Fig. 6. The initial BW input data: (a) bathymetry model used in modelling, (b) sponge layer used in modelling, (c) porosity layer used in modelling
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standard tranquillity in the basin. The significant wave height 
inside the basin illustrated in Fig. 8 and Fig. 9 displays the wave 
speed inside the basin in the dominant directions. Based on the 
results, the significant wave height and wave speed in the harbour 
basin mouth are about 3 m and 2.5 m/s, respectively, which shows 

that this pattern is not suitable for providing tranquillity in the 
harbour basin. In addition, based on the contour of HS and the 
wave speed inside the basin, this placement of the breakwater 
arms or the harbour basin mouth causes disturbance in front 
of the existing basin as well as difficulties for vessel movements.

Fig. 7. Wave propagation with a return period of 100 years from the dominant directions: (a) 157.5°, (b) 180°, (c) 270°, (d) 292.5°, (e) 315°
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Fig. 8. Significant wave height:  (a) direction of 270°, (b) 292.5°, (c) 315° 

Fig. 9. Wave speed:  (a) direction of 270°, (b) 292.5°, (c) 315°

The Hs and wave speed (S) in the X and Y directions 
are determined at the defined points near the first pattern 
breakwater arms as stated in Table 4. In the outputs with  
100-year wave propagation, the hydrodynamic changes caused 
by the breakwater construction around the breakwater arms 
and near the harbour basin mouth are shown in Fig. 10. As 
can be seen in Table 4, at points N4 and N5, the HS and wave 
speed values are the highest, which causes disturbance in the 
performance of the port.

Tab. 4. Hydrodynamic characteristics at the defined point in the first pattern

N
am

e

X (northing) Y (easting) HS max 
(m)

SX max 
(m/s)

SY max 
(m/s)

N1 451475.74086 3269940.5481 2.8624 2.4956 0.2513

N2 451232.06014 3269857.0958 2.9293 2.5267 0.4573

N3 450998.3937 3269740.2625 2.9894 2.5410 1.0018

N4 450784.75581 3269556.6675 3.0357 2.5421 2.5527

N5 450891.57476 3269239.5487 3.0160 2.5605 2.6476

N6 451218.70777 3269092.6727 2.6033 2.2508 2.5600

N7 451532.48842 3269049.2775 2.5030 1.9995 2.4180

N8 451849.60716 3269035.9251 2.2806 1.8560 2.1433

Fig. 10. Defined points near the breakwater arms

BW RESULTS

Due to the hydrodynamic conditions in the research area, 
there are different dominant directions. Therefore, modelling 
was done in the five dominant directions of 157.5°, 180°, 270°, 
292.5° and 315° and the results are presented in Fig. 11. As 
the figure shows, due to the hydrodynamic conditions in the 
upstream side of the port, the wave generation lines are aligned 
in the dominant wave directions.

To determine the diffraction coefficient in the basin, it is 
necessary to extract the percentage of wave occurrences and 
the significant wave height along the moorings and the areas 
that are important for operations, in line also with the criteria 
provided in the regulations and valid international guidelines 
to obtain the diffraction distribution. Therefore, there is a need 
to define the specific locations in the harbour basin to calculate 
the percentage of disturbance at these different locations, which 
in Genaveh port are as shown in Fig. 12a. As can be seen, 
four lines were considered for the tranquillity studies. These 
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lines are suitable for mooring and anchorage vessels inside 
the harbour basin. The calculated wave height ratio along 
the harbour moorings for the existing plan of Genaveh port 
is shown in Fig. 12. These figures show the ratio of the wave 
height at the breakwater structure to the incoming wave. In 
addition, increasing the wave period as expected will increase 
the instability of the structures. )In Fig. 12: Line 1 is blue, Line 2 
is red, Line 3 is green, and Line 4 is purple).

Based on the result, the waves in the directions of 270° and 
292.5° affect the tranquillity and the anchorages of the harbour 
basin, and their rate of occurrence during the year is more than 
the allowed amount. According to Fig. 12 and the allowable 
percentage of wave occurrence that was stated, the percentage 
of diffraction for the defined lines of Genaveh port is calculated 
in different directions, as given in Table 5. 

Tab. 5. Percentage of disturbance in defined lines for different directions

Index 157.5° 180° 270° 292.5° 315° Total 
(%)

The first line 0 0 0.7 1.21 0 1.91

The second line 0 0 0 0 0 0

The third line 0 0 0 0 0 0

The fourth line 0 0 0 0 0 0

Total (%)T 0 0 0.7 1.21 0 1.91

CONCLUSIONS

In this paper, the monitoring data of the Bushehr province 
coasts were determined as deep water base statistics, and then 
the wave rose for 2005 at the depth of 10 meters (as the best 

Fig. 11. Patterns of wave diffraction inside the harbour basin in the dominant directions: (a) 157.5°, (b) 180°, (c) 270°, (d) 292.5°, (e) 315°
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match with the 26-year wave rose) was chosen as the base year of 
calculation. The wave propagation model was defined in the main 
directions of 157.5, 180, 270, 292.5 and 315 degrees. Based on 
the hydrodynamic results, the significant wave height and wave 
speed in the harbour basin mouth are about 3 m and 2.5 m/s, 
respectively, and the mentioned characteristics inside the basin 
are higher than the allowable and standard values, which shows 
that this pattern is not suitable for providing tranquillity in the 
harbour basin. In addition, in the BW model, a wave penetration 
model for the wave with unit height was implemented to 
investigate the tranquillity conditions inside the existing harbour 
basin and the new harbour basin. The results showed that the 
diffraction coefficients and disturbance at the defined lines in the 
harbour basin were not in the allowable range, which determined 
that the breakwater arms placement cannot provide suitable 

tranquillity inside the basin. Therefore, according to the HD, SW 
and BW results, the location of the breakwater arms, or in other 
words the harbour basin mouth, cannot provide the required 
tranquillity at the basin, so the geometry of the breakwater arms 
needs to be modified to increase the harbour basin tranquillity 
at the port for the development plan.
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ABSTRACT

The purpose of the article is to do a literature review and present own experience regarding the main causes of ophthalmic 
injuries in sailors and crew workers. Sailors and sea workers often use heavy equipment when working on a vessel, 
offshore platform or other. Using these types of tools often carries high risk of injury. They are also exposed to various 
chemicals, many of which are eye irritants. Ophthalmic injuries are common but rarely fatal. They can lead to vision 
loss, reduce the quality of life and inability to continue work. The categorized types of these injuries and included 
chemical, mechanical, electrical, diving related barotrauma and infections. We present the most common cause of these 
types of injury, situations in which they can occur, pathomechamism of eye damage, recommend a prevention method, 
recommend the possible first aid and present cases in which specialized treatment in a reference hospital is necessary.

Keywords: ophthalmic injuries, sea workers

INTRODUCTION

Ocular trauma can account for 2-3% of emergency room 
visits [1]. It is estimated that every year 1.5-2 million people 
worldwide suffer from monocular vision loss following ocular 
trauma [2]. Due to the sometimes unpredictable nature of their 
work, sailors and sea workers are generally more exposed to 
a number dangerous injuries. Ships and oil rigs are hazardous 
environment with a high injury and mortality rate when 
compared to offshore workers. This type of work requires 
using heavy equipment and tools that carries increased risk 
of injury, including injuries involving the eyes. Ophthalmic 

injuries are more common in these groups and can account 
for up to 3.6% of all trauma [3]. Ocular trauma is a common 
reason for hospital admission [1]. Although not always life 
threatening they may be a cause of temporary inability to 
work or permanent vision loss and lowering the quality of 
life. The purpose of this article is to acquaint the reader with 
most common injuries that working on a vessel or offshore 
can lead to. We show the pathomechanism behind the injury, 
instruct on the first aid that should be provided and describe 
the specialist treatment. 

For the purpose of this article we have divided the injuries 
into categories.
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Fig. 1. Sailors and sea workers ophthalmic injuries divided into categories

INFECTIOUS

Injuries caused by ophthalmic exposure to water are 
often described as water related ocular diseases (WORDs) 
[4]. Infectious injuries occur when there is exposure to 
contaminated water, usually after a splash of water on 
the patients face. Depending on the amount of water, the 
pathogens present, patients medical history, wearing contact 
lenses during the incident and removing them after, time 
before eye rinsing and time to an ophthalmology consult the 
symptoms and complications can vary from mild irritation 
to corneal ulcer which can lead to corneal perforation. 

The most dangerous and vision threatening infections 
are caused by Acanthamoeba, Pseudomonas aeruginosa, 
Giardia lamblia, Toxoplasma gondi, Gnathostoma spp, 
Coenurus cerebralis, Burkholderia pseudomallei, Leptospira 
spp, Toxocara cani, Toxocara cati, Adenoviruses [4]. Most 
dangerous infections are usually contact lens related.

ACANTHAMOEBA

Five species of these free-living amoebae have been 
reported to cause keratitis. These are: A. polyphaga, 
A. castellani, A. hatchetti, A. culbertsoni and A. rhysodes 
[4]. Acanthamoeba can be found in most fresh and salty 
water tanks and soil [5]. It can also be found in artificial water 
reservoirs, humidifiers, air purifiers and air conditioning 
systems. The main risk factor for developing Acanthamoeba 
keratitis is poor contact-lens hygiene [4, 5]. Removing contact 
lenses after ocular exposure to contaminated wated is crucial 
to minimise risk of infection.

Amoeba enters the eye through microscopic corneal 
abrasions (damaged epithelium, most anterior part of the 
cornea), most commonly present due to contact lens wearing 
and damages the cornea, penetrating through corneal layers. 
Acanthamoeba infections are very painful and quickly 
lead to deterioration of visual acuity. Patients usually seek 
medical attention at early staged of the infection due to severe 
symptoms. 

 
Fig 2. Patient suffering from acanthamoeba keratitis (green arrow)

All cases of Acanthamoeba keratitis requires urgent 
ophthalmology consult. The treatment is difficult and should 
be provide in ophthalmology department with the highest 
degree of referentiality. The prognosis is uncertain in most 
cases. Acanthamoeba keratitis can cause corneal perforation 
in 11.3-27.3% of cases [6, 7]. Acanthamoeba keratitis is 
commonly treated with cationic antiseptics (e.g. 0.02% 
chlorhexidine), 0.02% propamidine isethionate (Brolene), 
imidazoles (e.g. 1% clotrimazole, 2% fluconazole). There is no 
gold standard of care. Propamidine isethionate is likely the 
best therapeutic option available. Some cases might require 
penetrating keratoplasty (full corneal transplant).

  
Fig 3. Patient with Acanthamoeba keratitis after penetrating keratoplasty

PSEUDOMONAS AERUGINOSA

Pseudomonas aeruginosa is a common Gram-negative, 
aerobic bacteria. It is very common in various types of 
environment throughout the world. Ocular infections caused 
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by P. aeruginosa are severe and mainly acquired by exposure to 
water while wearing contact lenses [4]. The bacteria infiltrates 
the eye as a result of damage to the surface of the cornea 
[8]. In most cases the damage is caused by wearing contact 
lenses or corneal erosion due to foreign body. Other risk 
factors include: history of refractive surgery, ocular trauma, 
immunosupression and systemic diseases such as diabetes. 
The initial treatment is empirical. Topical and systemic 
fluroquinolones are usually the first choice while waiting for 
the result of inoculation and sensitivity results [9]. Targeted 
antimicrobial therapy is always the best therapeutic option.

CONJUNCTIVITIS

Viral conjunctivitis is the most common cause of 
conjunctivitis. Is is usually a mild, self-limiting infection 
most often caused by adenoviruses [10]. Some conjunctiva 
infections can be sparsely symptomatic or asymptomatic. 
Symptomatic infections are usually self-limiting and resolve 
spontaneously after 1-2 weeks [11]. Viral conjunctivitis is 
very contagious.

The main method to preventing spreading of the infection 
is through increased hygiene: frequent hand washing, 
avoiding touching the face and eyelids and avoiding human 
contacts. Patients should be warned to keep their infected 
towels, soap, bedding, away from other family members. 
Towels and bedding used by the infected individual should 
be washed often during and after the infection. Antiviral 
therapy, moisturizing eyedrops and corticosteroids are used 
in the treatment of this types ocular infection.

PREVENTION OF INFECTIONS

When unknown water splashes over the patients eyes the 
first aid should be to remove contact lenses if he is wearing 
any and to profusely rinse eyes with 0.9% NaCl solution 
over 15-20 minutes. If that is not available tap water is 
a possible alternative. Some cases might require specialized 
ophthalmology treatment. If there was no contact lenses 
during the incident, the contact with contaminated water was 
brief, the patient does not present ophthalmic symptoms and 
has no ophthalmic medical history, ophthalmology consult is 
not necessary. Mild irritation should resolve spontaneously 
after 3-5 days. It is advised to use lubricating eye drops 4-6 
times a day for 1-2 weeks after the incident.

NON INFECTIOUS

CHEMICAL

Chemical related injuries make up approximately 11.5%-
22.1% of all ocular trauma [12, 13]. That percentage is 
probably higher in sailors and sea workers due to contact 
with dangerous substances in the workplace.

Chemical related eye injuries can be divided into acid 
related, akali related and salt water related.

Acid Chemical 
formula Component and uses

Acetic acid CH3COOH inks, paints, coatings, solvent, 
food industry

Hydrobromic acid HBr production of inorganic 
bromides

Hydrochloric acid HCl
pickling of steel, production of 
inorganic compounds, leather 
processing 

Hydrofluoric acid HF
semiconductor industry, 
oil refining, organofluorine 
compounds

Hydroiodic acid HI co-catalyst for the production 
of acetic acid

Nitric acid HNO3

rocket propellant, metal 
processing, nuclear fuel 
reprocessing, woodworking, 
cleaning agent

Perchloric acid HClO4 rocket fuel production, ion-
exchange chromatography

Sulfuric acid H2SO4 batteries, pigments, detergents, 
petroleum refining, metalurgy

Sulfurous acid H2SO3 bleach, refrigerant, 
disinfectants

Fig 5. Common acids in the industrial workplace

Alkali Chemical 
formula Component and uses

Ammonia NH3

solvent, solution of metals, 
fertilizer, cleaning agent, 
antimicrobial, fuel, hydrogen 
carrier, refrigerant

Lime CaOH2
flocculant in water and sewage 
treatment, mortar, cement, 
white wash

Magnesium 
Hydroxide MgOH2 medical use, food additive

Potassium 
Hydroxide KOH soft soaps, electrolyte, food 

industry

Sodium Hydroxite NaOH soap, tissue digestion, cleaning 
solution, food preservation

Fig 5. Common alkali in the industrial workplace

A chemical eye related injury occurs when chemical 
substance comes in contact with the eyelids, or ocular surface 
- cornea or conjunctiva. Most commonly it occurs when the 
substance splashes over the patients face or when the patient 
rubs their face after working with chemicals. Depending 
on the substance, its amount and the time of exposure the 
injury can vary in how dangerous it is from small irritation 
to complete vision loss. When working with chemicals it is 
advised to always wear eye protection in the form of goggles 
or full face mask and gloves.
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ACID AND ALKALI

Alkali agents are lipophilic and therefore penetrate tissues 
more rapidly and easily than acids. They saponify the fatty 
acids of cell cell membranes, penetrate the corneal stroma and 
destroy proteoglycan ground substance and collagen bundles. 
The damaged tissues then secrete proteolytic enzymes, which 
lead to further damage. Exposing the human cornea to 
strongly alkaline substances for as short as one second can 
cause irreversible tissue damage.

Acids are generally less harmful than alkali substances. 
They cause damage by denaturing and precipitating proteins 
in contacted tissue. The coagulated proteins act as a barrier 
to prevent further penetration (unlike alkali injuries).The 
one exception to this is hydrofluoric acid, where the fluoride 
ion rapidly penetrates the thickness of the cornea and causes 
significant anterior segment destruction.

Depending on the area affected by the substance, time of 
exposure and time before first aid the prognosis can vary. 
There are classifications that can help predict the final visual 
outcome such as Modification of classification of ocular 
chemical injuries [14].

Fig 6. Modified classification of ocular chemical injuries by Harus S [14]

SALT WATER

NaCl amounts to about 77.8% of all substances dissolved 
in salt water. Salt water is a hypertonic solution. Human 
cornea when exposed to salt water acts as a semi-permeable 
membrane which can cause water to move outside the 
cornea. This causes Descemet membrane folds, irregular 
astigmatism, corneal abrasion and epithelial haze. This leads 
to light aberrations and consequently blurry vision. These 
are usually minor damage that can resolve spontaneously 
after a couple of days.

Fig 7. Cornea when exposed to salt water solution

When exposed to chemical substances the symptoms 
may include: redness, tearing, eyelid swelling, pain, burning 
sensation, feeling of a foreign body, blurry vision. As with 
other similar cases first aid should be to remove contact 
lenses and start eye rinsing with 0.9% NaCl solution over an 
extended period of time.  

MECHANICAL

Mechanical eye injuries are the most common type of eye 
injuries. Studies show most eye injuries occur at work [15]. 
Vision loss following eye trauma is a serious health problem 
worldwide. Any of the ocular structures can be damaged after 
an eye injury. Classifications such as the Birmingham Eye 
Trauma Terminology System help to standardize terminology 
for mechanical eye trauma [16]. It is a simple, unambiguous 
and consistent system.

Fig 8. Birmingham Eye Trauma Terminology System (BETTS) [16]

Systems such as Ocular Trauma Score [17] provide a reliable 
method of predicting the visual outcome of eye injury based 
on clinical findings after the injury.

Every mechanical eye trauma should be consulted with 
an ophthalmologist. While most don’t result in permanent 
vision deterioration or loss, some patients may require urgent 
surgery.

THERMAL BURNS

Ocular burns are a relatively uncommon injury. These 
types of ocular injuries constitute about 7-18% of injuries 
[18, 19]. The majority of thermal burns victims are young. 
Most cases of these type of injuries are work related or at 
home. The blink reflex causes the eyes to close when exposed 
to a thermal stimulus and prevents or limits corneal and 
conjunctival exposure and damage. Because of this eyelids 
thermal burns are significantly more common than other 
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parts of the eye. First aid should be to rinse profusely with 
sterile isotonic saline solution and apply antibiotic ointment 
three to four times a day for seven days. Some cases may 
require skin transplant with tarsal plate reconstruction.

Most thermal burns affecting the conjunctiva or cornea 
are mild and heal without complications. First aid should be 
to rinse conjunctival sav with sterile isotonic saline solution 
and apply ophthalmic antibiotic ointment three to four times 
a day until full recovery. Some cases may require conjunctival 
fornix massage using a glass rod and antibiotic ointment to 
prevent the formation of adhesions between palpebral and 
bulbar conjunctiva.

ELECTRICAL

The most common ocular complication following an 
electric shock is the development of cataract. Other less 
common ocular injuries may include retinal detachment, 
macular hole and Purtscher retinopathy [20]. 

While cataract formation following electric shock is 
common, it remains one of the less frequent causes of 
cataract. Cataract forms usually after 1-2 months, probably 
due to the coagulation of lens proteins and osmotic changes 
following damage to the subcapsular epithelium [21]. 
Electric cataract should and can be treated with normal 
phacoemulsification followed by foldable in the bag 
implantation of posteriorchamber intraocular lens. If no 
other vision affecting damage occurred following the electric 
shock, visual acuit post-surgery can be satisfactory. 

Retinal detachment and macular hole following electric 
shock aren’t common and every case should be consulted 
with retinal specialist. There is very limited data about these 
types of complications but the prognosis should be similar 
to other causes.

Purtscher retinopathy is a rare condition first described 
in 1910 by Otman Purtcher in a man who fell from a 
tree and suffered cranial trauma [22]. It is described as 
chorioretinopathy associated with non-ocular trauma. It is 
an occlusive microvasculopathy [23]. Purtschers retinopathy 
retinal findings are cotton-wool spots, retinal hemorrhages, 
optic disc oedema and Purtscher flecken – retina whitening. 
It can also be associated with acute pancreatitis as a result of 
trauma [24]. Currently there are no official evidence based 
guidelines for treatment of Purtscher retinopathy. A systematic 
review did not find any difference in the improvement of 
visual acuity when they compared treatment with steroid with 
observation [25]. Some reports suggest metyloprednisolone 
pulses followed by oral steroids. Purtscher retinopathy cases 
are very rare and each case should be considered individually 
based on other symptoms.

PRESSURE RELATED OCULAR BAROTRAUMA WHILE 
DIVING

Mask squeeze or mask related barotrauma is a type of soft 
tissue facial barotrauma injury that occurs most commonly 

while self-contained underwater breathing apparatus diving or 
freediving [26]. It is the most common type of injury amongst 
divers. During diving pressure increases outside the goggles 
or mask but the pressure inside remains at atmospheric value, 
resulting in negative pressure. This negative pressure pulls 
the eyes and periorbital soft tissues into the goggles and can 
sometimes create tissue damage [27]. Diving at deeper depths 
increases this pressure gradient and the likelihood of soft 
tissue damage. Oscillating pressure parallel to respiration 
inside the mask can also cause tissue damage. These types 
of injuries are more common with inexperienced divers. 
The most common symptom is benign subconjunctival 
haemorrhage but in sereve cases subperiosteal hemorrhage 
is also possible [28]. Patients with ocular surgery history 
are probably more susceptible to these types of injuries. To 
prevent this type of injury it is advised to exhale from the 
nose into the mask while descending [29].

Central Serous Chorioretinopathy is a potentially severe, 
recurring ocular disease in which fluid accumulates under 
the retina causing a serous retinal detachment and vision loss. 
Depending on the recurrence rate, the amount and location 
of fluid this can be a mild of vision threatening disease. The 
physiology behind central serous chorioretinopathy is not 
fully understood. Exposure to corticosteroid drugs and type 
A personalities are commonly associated with the disease. 
Some studies suggest that up to 4% of cases of central serous 
chorioretinopathy can be associated with diving, however 
the physiology of that link is still poorly understood [30].

CONCLUSION

Eye injuries amongst sailors and crew workers are one of 
the most common types of injuries. Most eye injuries are 
easily preventable with eye or full face protection. It is very 
important for these professionals to know how to react in case 
of an ophthalmic injury and how to prevent further damage. 
Early first-aid and fast ophthalmic consult can reduce the 
chance of permanent vision impairment. 
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